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ABSTRACT

Much research has gone into developing methods for enhancing the contrast of displayed 3D scenes. In the
current study, we investigated the perceptual impact of an algorithm recently proposed by Ritschel et al.1 that
provides a general technique for enhancing the perceived contrast in synthesized scenes. Their algorithm extends
traditional image-based Unsharp Masking to a 3D scene, achieving a scene-coherent enhancement. We conducted
a standardized perceptual experiment to test the proposition that a 3D unsharp enhanced scene was superior to
the original scene in terms of perceived contrast and preference. Furthermore, the impact of different settings
of the algorithm’s main parameters enhancement-strength (λ) and gradient size (σ) were studied in order to
provide an estimate of a reasonable parameter space for the method. All participants preferred a clearly visible
enhancement over the original, non-enhanced scenes and the setting for objectionable enhancement was far
above the preferred settings. The effect of the gradient size σ was negligible. The general pattern found for
the parameters provides a useful guideline for designers when making use of 3D Unsharp Masking: as a rule of
thumb they can easily determine the strength for which they start to perceive an enhancement and use twice
this value for a good effect. Since the value for objectionable results was twice as large again, artifacts should
not impose restrictions on the applicability of this rule.
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1. INTRODUCTION

Contrast enhancement is a standard and relatively well-researched 2D image processing operation, which can
greatly improve the overall image appearance.2 In the context of 3D computer graphics, and in particular 3D
image synthesis, such contrast enhancement has been traditionally performed in the post-processing stage over
rendered images, typically as a part of the so-called tone mapping operation.3 Recently, some successful efforts
towards developing algorithms working directly in the 3D object space (instead of traditional 2D image space),
which lead to contrast enhancement have been proposed.1,4–6 Enhancing the contrast of 3D virtual scenes in a
way that aids to their understanding and interpretation as well as increases their visual appeal is a worthwhile
and challenging task. Especially because of the many potential applications (e.g. medical imaging, computer
games, computer-aided design), a better understanding to what extent perceptual improvements in terms of
better contrast perception can be achieved using scene-enhancement is of great interest. However, controlled
psychophysical studies specifically investigating the perceptual effect of those inherently 3D techniques have not
been performed so far. In previous studies for 2D image enhancement, Lin et al.7,8 could show that local contrast
enhancement does result in a preferred overall impression of the modified images. They evaluated the perceptual
quality of images in terms of a “most eye-pleasing sharpness” which they defined as the parameter setting
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Figure 1. Traditional vs. 3D Unsharp Masking. From left to right: Original Image; Enhanced version by traditional
unsharp masking (λ = 1.0,σ = 8.0); Enhanced version by 3D Unsharp Masking. Note that traditional Unsharp Masking
overdoes the enhancement in some regions breaking scene-coherence (right). The 3D version preserves scene-coherence.

resulting in the strongest positive deviation of the enhanced image from the original. Images where enhanced by
the Laplacian-of-Gaussian (LoG) method and it was shown that their perceptual quality was highest when edge
sharpness was increased 2.6 times the just-noticeable difference. Other studies in visual perception show that in
addition to sharpness, perceived image contrast depends significantly on attributes such as lightness, hue, and
saturation.9 In any case, image preference increases when perceived contrast increases up to an upper threshold,
but then decreases when the enhancement is deemed too strong.10

In the current paper, we intended to systematically evaluate the perceptual impact of a recent algorithm
proposed by Ritschel et al.1 that provides a general technique for enhancing the contrast in synthesized scenes.
The algorithm is based on traditional image-based Unsharp Masking and extends this technique to 3D scenes
(see section 1.1). The technique is particularly interesting from a perceptual perspective, because its effect can
be related to a well-known illusion from psychophysical literature, the Cornsweet effect11 (see section 1.2) which
describes an enhancement in perceived contrast in regions separated by a gradient of a specific shape.

In this study we selected 3D Unsharp Masking, which is more general than other 3D techniques that specifi-
cally manipulated normal vectors,4 local light source positions,5 and depth maps.6 For more extensive analysis of
these methods as well as visual comparison of resulting image enhancement please refer to the paper by Ritschel
et al.1

1.1 3D Unsharp Masking

3D Unsharp Masking is an extension of the well-known image-based Unsharp Masking technique12 that is directly
operating on 3D scenes. Technically, generic Unsharp Masking describes the process of increasing the high-
frequency components of a signal by adding back the high-frequency components of the signal itself. Formally,
Unsharp Masking U of a signal S is defined as:

U(S) = S + λC(S)

where C(S) = S − Sσ is the contrast signal containing a high-pass filtered version of the original signal. Here,
λ is the gain, controlling the strength of the adjustment. σ is the size of the kernel applied for smoothing the
blurred image used to generate the contrast signal. Therefore, σ can be interpreted as the range of frequencies
that is enhanced by Unsharp Masking. In traditional Unsharp Masking, the signal S is simply an image, while
Ritschel et al.’s method implements generic Unsharp Masking on the reflected light over the mesh surface. This
allows the inclusion of information about the structure of the displayed scene (e.g. occlusion, shadows etc.) into
the calculation of the enhancement, potentially enabling a more scene-coherent enhancement.

For illustrative purposes, consider the comparison of the two methods given in Figure 1. While traditional
Unsharp Masking (b) overemphasizes details that are not relevant to understanding the scene in (a), 3D Unsharp
Masking does not suffer from these pitfalls, but rather adapts the enhancement to the underlying 3D structures,
thus avoiding over-enhancements. An important advantage of the 3D technique is its suitability for handling
animations, while 2D Unsharp Masking may lead to numerous artifacts and inconsistencies when applied to
video. The paper by Ritschel et al.1 and the accompanying Web page illustrate in the full extent all issues
discussed here: http://www.mpi-inf.mpg.de/resources/3DUnsharpMasking.



Figure 2. The Cornsweet Illusion. The actual gradient (right), when added to the border between two nearly equiluminant
regions induces the illusion of contrast (right). When the gradient is covered by a patch, the contrast is reduced again
(middle).

1.2 Perceptual Background

The apparent perception of contrast is modulated by many factors. The actual difference in luminance between
adjacent regions used to objectively define patterns is perceptually modulated by context-cues (e.g. simultaneous
contrast13) and the characteristics of the border between the two regions.14 Among the multifaceted effects that
borders of different profiles can produce, the Cornsweet profile takes a special role because it can achieve the
impression of a brightness difference between two regions that are actually of the same luminance (see Fig. 2).
It is achieved by introducing opposing gradients at the border where two areas meet, thereby sharpening the
edges. This effect is exclusively due to the border but affects even relatively large areas. In a perceptual study
by Purves and Lotto,15 it was argued that this effect was a consequence of the human visual system (HVS) being
optimized to make sense of 2D information from the retina in a 3D context: the HVS interprets the 2D retinal
information in terms of how this information could be acquired from a three-dimensional scene. In agreement
with this hypothesis, the authors could show, that in settings where the gradient can be interpreted as stemming
from differences in illumination or reflectance, the perceptual effect is much stronger.

In previous work in Computer Graphics literature, it was recognized, that image-based unsharp masking
produces profiles at edges that are similar to the Cornsweet profile.16 By calculating the Unsharp Masking on
the lighting-function, the Cornsweet gradient is effectively adapted to 3D scene features in the image plane. For
example, the gradient becomes less broad with distance to viewer depending on the orientation of the objects in
the scene. This can be thought of as an implementation of an optimized enhancement: the HVS evaluates the
brightness of areas depending on the shape of the edge gradient that is assumed to stem from the arrangement
and illumination of structures in the 3D scene. By letting the gradient vary according to the lighting function
it is optimized to produce the impression of being caused by illumination. In view of Purves et al.’s15,17 theory,
the prediction that such gradients are more effective than non-adaptive gradients can be derived.

1.3 Goal

The purpose of the current study was to empirically evaluate how the scene-enhancement method discussed
in Sec. 1.1 modifies the perceived quality of images of 3D scenes. Of main interest was the impact that the
parameters of the algorithm has on the enhancement. In the next sections, we describe our psychophysical
experiment followed by a detailed summary, analysis and discussion of the results. Finally, we discuss and
conclude.

2. METHOD

In this paper, we present a perceptual experiment that was conducted to test the proposition that a 3D unsharp
enhanced scene was superior to the original scene in terms of perceived contrast and preference. Furthermore,
the impact of different settings of the algorithm’s main parameters enhancement-strength (λ) and gradient width
(σ) were studied in order to provide an estimate of a reasonable parameter space for the method. Supporting
this goal, we pushed the algorithm to its limits by overenhancing images until their appearance was objectionable
to most observers to find an upper bound for the enhancement. Finally, to assess whether the enhancement was
indeed perceived at crucial locations (edges, figure-ground separation etc.) we asked subjects to indicate which
features of the scenes benefited most from the enhancement.



2.1 Study Design

The standard psychophysical procedure “method of adjustment” was used18 in the study. This was deemed to
be the most appropriate choice for the current purposes since it allows both for an efficient implementation of
the experiment and provides a single means of estimating all thresholds and preference values of interest. In this
framework, the kernel width σ and the gain value λ (see Sec. 1.1) were considered by allowing the subjects to
adjust λ for a given scene under different tasks and varying σ. Of special interest for determining a reasonable
parameter range are those values for λ which result in a barely visible enhancement (λjn) and objectionable
artifacts (λobj), respectively. This is because these values give a lower and an upper bound between which the
parameters are free to vary assuming a monotonic relationship between parameter and perceived impact on the
image. To find out about the absolute preference of the users, as well as to test the reliability of the procedure,
the subjectively “best contrast” setting of the gain value (λbest) for a given scene and a given σ was also obtained.

In our experimental setup, two stimuli were presented side-by-side, where both images depicted the same
scene seen from the same viewpoint. One of the two images showed an enhanced version of the scene while the
other showed the original, non-enhanced scene for comparison. The actual spatial layout of the displays was
randomized across subjects in order not to confuse the subjects. The space of the kernel-width σ was discretized
in three steps σ ∈ {σlow, σmedium, σhigh} which were chosen in a pilot study to produce a perceptually low,
medium and strong effect, respectively. For the 3 different settings of σ, the subjects were required to adjust λ

according to the tasks outlined above and explicitly given in Appendix A.

Thus, the study implemented a 4 × 3 within-subject design by varying 4 scenes and the kernel size σ (low,
medium, high) as independent variables. The gain values λjn, λbest and λobj adjusted by the user under the 3
different instructions functioned as dependent variables. The experiment was divided into 32 experimental trials.
The three steps of the kernel width σ were presented 2 times in randomized order for each scene in order to
provide the possibility to assess the reliability of the method. The sequence of the scenes was also randomized
across subjects. In addition, the first two trials for each scene were repeated as they functioned as practicing
phase for each scene. The data from these first two trials did not enter in the final analysis.

2.2 Participants

15 participants (9 male, 6 female) with normal or corrected-to-normal vision took part in the experiments.
Subjects were compensated for their efforts with a small fee (15 USD). Participants were recruited from the
university campus, were mostly students of computer science and their mean age was 24 years (range 19 to 30
years). Care was taken to eliminate effects stemming from extensive training by ensuring that subjects were
inexperienced in the field of computer graphics and photography (subjects with more than casual experience
in any of these fields were excluded from the experiment). All subjects were näıve regarding the goal of the
experiment.

2.3 Materials and Apparatus

All stimuli were presented at a resolution of 2048 × 1536 on a 20.8 inch (diagonal) Barco Coronis Color 3MP
(MDCC 3120-DL) display that was connected to a personal computer running the Psychtoolbox software.19 The
monitor was viewed by the subjects orthogonally at a distance of 80 cm, the whole trial-display occupying 29.68
visual degrees. The stimuli were generated by rendering 4 different scenes and then enhancing them using the
3D Unsharp Masking algorithm.1 The images were displayed on the screen at a resolution of 960 × 720 each.
The four tested scenes are depicted in Figure 4 (first row). The increment of λ in two consecutive steps of the
adjustments were chosen to be below the visibility threshold, that is subjects were not able to distinguish two
images rendered with these values (as empirically verified in pilot studies). Furthermore, between two consecutive
steps, a mask was displayed for 300 ms. A lowpass version of the image, blurred with a gaussian filter of size
50× 50 pixels, was used as an effective mask. The mask was used in order to prevent subjects from judging the
adjustment temporally (between successive, rapid steps of the enhancement) instead of comparing to the original
image. This method was particularly necessary for the just-noticeable threshold, as the perceptual threshold
would probably be lower when visual sensory (iconic) memory could have been used by the subjects.20
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Figure 3. Experimental procedure for a single trial. (a) Each trial began with a fixation-cross after which subjects were
required to adjust the contrast as indicated by λ for a given scene. The task for which λ was to be adjusted was indicated
on top of the display. Subjects were not under time-pressure during this task. (b) When adjusting λ, the interval between
consecutive images was masked. After each adjustment, participants indicated their choice by pressing a button and the
next task appeared.

2.4 Procedure

On entering the laboratory, subjects were asked for their experience in the areas of computer graphics and/or
photography. Subjects that judged their experience within one of these fields as “above average” were excluded
from the study. The participants were seated in front of a monitor running the experimental software in an
otherwise darkened room. They received standardized on-screen instructions regarding the procedure of the
experiment and potentially remaining questions were answered by the experimenter. Before the actual experiment
started, the participants were shown all scenes that were to appear in the course of the session in randomized
order.

Each trial started with a fixation cross in the middle of the screen (1500 ms) that was followed by the trial-
display, consisting of images of the original and the enhanced scene (see Fig. 3). The location of the enhanced
image (left or right) was balanced across subjects. At the beginning of each trial, these images were identical
as the gain value λ was initially set to 0. Subjects were asked to adjust the enhancement by pressing the up-
and down-keys. A discrete beep indicated that the subjects reached either λ = 0 or the upper limit λ = 3. The
participants confirmed their choice of the image by pressing the Return-key. For each display, the subject had
to complete 3 tasks (exact wording of the instructions, see Appendix A):

1. adjust the image until there was a just noticeable difference in contrast between the original and the
enhanced image,

2. adjust the image until it looked too strong and artifacts appeared,

3. find the subjectively best-contrast setting (this task was made more comprehensible by giving the analogy
of adjusting the contrast of a TV-set).

The current task was indicated above the two images and changed whenever the subject completed a task. After
the participants had completed the final 8th trial for each scene, they were presented with a hardcopy showing
the original, non-enhanced image and asked to mark the parts that they used most frequently to evaluate the
strength of the enhancement. The complete experimental session took approximately one hour. In spite of this



rather long time required to complete the experiment, subjects did not complain about a loss of concentration,
an effect that might be due to the reportedly good sense of control induced by the adjustment procedure.

3. RESULTS

For a descriptive summary of the data, please refer to tables 1 and 2 where mean values of the adjustment
strength λ computed over subjects are reproduced for all scenes and settings of σ. In addition, thumbnails of
the images chosen by the subjects for all tasks are depicted in Figure 5 along with the corresponding values for
the parameters.

Table 1. Summary of the results from the study. User-chosen λ values are given for each setting of σ, scene and task.
Absolute values for λ are scene-dependent.

User-adjusted λ

λjn λbest λobj

σlow σmedium σhigh σlow σmedium σhigh σlow σmedium σhigh

Dice 0.05 0.06 0.05 0.11 0.11 0.10 0.22 0.22 0.23
Keys 0.25 0.22 0.21 0.34 0.31 0.26 0.75 0.63 0.56
Chamfer Plane 0.34 0.36 0.32 0.46 0.55 0.55 0.96 1.04 1.05
Feet 0.23 0.22 0.20 0.43 0.27 0.33 0.85 0.69 0.71

Table 2. Summary of the results from the study. User-chosen, rescaled λ̂ values are given in JND units for each setting of
σ, scene and task.

User-adjusted λ̂

λ̂jn λ̂best λ̂obj

σlow σmedium σhigh σlow σmedium σhigh σlow σmedium σhigh

Dice 1.00 1.00 1.00 1.81 1.82 2.28 4.83 4.20 5.55
Keys 1.00 1.00 1.00 1.48 1.46 1.09 3.39 2.89 2.73
Chamfer Plane 1.00 1.00 1.00 1.78 1.83 1.91 3.52 3.22 3.63
Feet 1.00 1.00 1.00 2.06 1.39 1.76 3.99 3.38 3.73

Investigating the reliability of our method-of-adjustment task was done by comparing the choice of the
parameters for the two repetitions of the same task. We found large intra-rater correlations (all r > .75, all
p < .001), indicating that subjects were consistent in their judgment and that our method was quite reliable.
In order to decrease the impact of random fluctuations, the mean of the two repetitions is used in the further
analysis as the dependent variable. Also, to correct for outliers, all values whose difference to the mean value
(for each scene, σ and task) exceeded that of two times the standard deviation were replaced by the mean of the
remaining values (less than 5% of the data). Because the gain value λ scales differently for all scenes, independent
3 × 3 (σ × task) ANOVAs were computed for each scene, treating both factors as repeated measures because
they were obtained from the same subject.

The ANOVA for scene Chamfer Plane revealed only a main effect of task, F (2, 28) = 58.99, p < .001, all
other main and interaction effects were non-significant. Using adjusted pairwise contrasts (following Holm’s21

proposal), the found effect can readily be shown to stem from the best contrast setting being larger than the
lower threshold (λjn < λbest: t(14) = 2.14, p < .05) and the higher threshold being larger than the preferred
setting (λbest < λobj: t(14) = 4.03, p < .01). As an indicator for the size of the effect, Cohen’s d22 was
computed for all of the pairwise contrasts, yielding medium to strong effects according to Cohen’s conventions22

(d(λjn, λbest) = .78, d(λbest, λobj) = 1.47). The corresponding ANOVA for the Dice scene also reveals a single
main effect of task, F (2, 28) = 32.06, p < .001. Again, pairwise comparisons indicate the pattern of results
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Figure 4. User adjustments of the gain value λ varied as a function of gradient size σ for the 4 diverse scenes used in the
study in JND units. Error-bars indicate the standard error of the mean (SEM).

outlined above (λjn < λbest: t(14) = 1.83, p = .08; λbest < λobj: t(14) = 2.75, p < .03). Again, the effect sizes are
moderate to strong (d(λjn, λbest) = .67, d(λbest, λobj) = 1.01).

The ANOVA for the Feet scene reveals again the same main effect of task, F (2, 28) = 49.01, p < .001
but also a main effect of the kernel width σ, F (2, 28) = 16.46, p < .001 as well as an interaction σ × task,
F (4, 56) = 7.53, p < .001. The main effect of task can be shown to stem from the same pattern discussed above,
λjn < λbest: t(14) = 1.16, p < .03 (d = 0.88); λbest < λobj: t(14) = 4.51, p < .01, (d = 1.65). From table 1, the
expectation that the main effect for σ is caused by a preference for higher λ-values for low σ and only for the
preferred and upper threshold, can be derived. However, the planned contrasts do not reach significance for the
pairwise comparisons (σlow, σmedium: t(14) = 1.77, p = .09, σlow, σhigh: t(14) = 1.38, p = .18). The interaction
effect is due to the visibility threshold’s independence on σ (see Fig. 4), because the λjn-values did not show any
effect of σ (F (2, 28) = 0.05, p > .9).

For scene Keys, again, the ANOVA yields a main effect of task (F (2, 28) = 32.15, p < .001) and σ (F (2, 28) =
7.85, p < .002) as well as the interaction σ × task, F (4, 56) = 4.54, p < .05. The effect of task however does
not manifest itself in a significant difference between lower threshold and preferred value (t(14) = 1.28, p = .21),
so users preferred a rather subtle enhancement for that scene that was barely above visibility threshold. There
is however still a significant range of parameter values before the occurrence of artifacts (λjn < λobj: t(14) =
4.86, p < .001, d(λjn, λobj) = 1.70). The overall σ-effect as well as the interaction effect from the ANOVA cannot
be tracked down to single differences, due to missing statistical power.

In summary, the reported analyses revealed a strong main effect of task, which was shown to stem from an
increasing trend λjn < λbest < λobj in all scenes. The moderate to strong effect-sizes indicate that the parameter-
range between lower and upper threshold was rather large. In addition, an effect of the kernel size σ for only
two of the scenes, Feet and Keys was found while for scenes Dice and Chamfer Plane it had a zero-effect. A
possible explanation for this result could be that the scenes differed according to the mean distances between
objects, thereby producing a higher amount of “cluttering” for the Feet and Keys scenes (in the other two scenes,
larger shapes that are relatively distant from each other dominate). For higher values of σ, parts of objects close
to each other in the scene could have contributed to the local enhancement, producing objectionable artifacts
already for relatively low values of λ.
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Figure 5. User-adjusted parameters for the four scenes. The images show the results of the parameter-adjustment carried
out by the participants for lower and upper threshold and best contrast, respectively.

3.1 Just-Noticeable Differences

A problem inherent to the reported analyses is that scenes cannot directly be compared since λ scales differently
for different scenes. Therefore, to enable a cross-scene comparison, we rescaled our raw data to just-noticeable-
difference (JND) units, based on the value of the lower threshold by

λ̂i =
λi

λjn

, i ∈ {jn,best, obj}. (1)

This conversion implicitly assumes that perceived contrast and λ-value are linearly related. While this is probably
not true in general, we assume this approximation to be valid because the range of interesting values was relatively
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small. After this adjustment, λjn = 1.0 for all scenes because it was used for rescaling.

To determine whether the best-contrast setting shows a dependency on the scenes, an overall 4×3×3 (scenes

× σ × task) ANOVA was conducted with the rescaled λ̂-values. A main effect of scene reached significance
(F (3, 42) = 5.09, p < .005). Pairwise comparisons reveal however, that only scene Dice and Keys differ in a
statistically significant way (t(14) = 2.89, p < .05) while all other comparisons did not approach significance.
Because these two scenes were very different from each other in terms of lighting, assembly and spatial frequency
on the mesh. While the Keys scene is rather cluttered, large and simple shapes dominate the Dice scene.
Gradient effects in high-frequency scenes can easily impair one another and should generally be used with more
caution. We therefore assume that the enhancement parameter’s space is perceptually rather uniform and only
diverges when scenes show very different characteristics.

The other statistical comparisons did not produce any new conclusions, the pattern of results already discussed
remains stable also for the transformed values. The transformation of the λ-values to JND-units emphasizes the
finding, that the preferred setting of λ is relatively stable across scenes and settings of σ. The emergence of
artifacts however, is apparently more scene-dependent. As a rule of thumb it can be formulated, that coming
from a just visible enhancement, the strength can be doubled to yield close-to-optimal results and multiplied by
four to yield an approximation for the upper threshold that still results in tolerable results.

3.2 Inter-individual Differences

In the previous analyses, a large interindividual variance was apparent. We hypothesized, that this variance was
largely due to interindividual differences in how much contrast is preferred. To investigate these differences, we
conducted a hierarchical cluster analysis applying Ward’s method with Euclidean distances23 to vectors for each
subject containing the means of the adjustments over all tasks, scenes and settings of σ. The resulting cluster-
dendrogram (see Fig. 6) reveals two groups of subjects, distinguished by their preference of the adjustment
(clusters computed using K-Medoids with K = 2). We assume, that the two subgroups are separating persons
with strong and weak preference for contrast, respectively. To test this assumption, we ran a statistical test
comparing the two groups of subjects according to their mean adjustment of λjn, λbest and λobj. The test
showed that the subjects assigned to cluster 1 preferred lower values of λ for all tasks compared to subjects
assigned to cluster 2 (λjn: t(14) = −3.23, p < .01, λbest: t(14) = −7.12, p < .01, λobj: t(14) = −4.71, p < .01).

This result shows that a universal, “perfect” setting of the parameters does not exist since individual prefer-
ence plays a huge role in how much enhancement is accepted. Most subjects preferred rather strong enhancements



Figure 7. Regions of Interest. Subjects were asked to mark the features and regions that they considered to be most
directly related to their given responses on a hardcopy of the scenes. Responses are marked, color differentiates different
groups of users.

since cluster 2 comprised two thirds of our subjects, nevertheless a more conservative choice of the parameter is
advisable in real-world applications in order not to put off people preferring less contrast.

3.3 Regions of Interest

The regions indicated by the subjects as being the most important for their decision of the enhancement strength
are depicted in Figure 7. Features used for the enhancement by more than 5 of the subjects are marked. Colour
indicates groups of subjects estimated from the hardcopy. All subjects focussed on regions that were expected
to be sensitive to the algorithm (e.g. the shadows in the Dice scene or the edges of the objects in the Chamfer
Plane). However, some subjects based their ratings on very few or even one feature at least for the estimation
of the upper threshold where artifacts started to appear. It is therefore concluded, that (1) subjects were able
to grasp the meaning of the enhancement and to relate it appropriately to their response and (2) that they were
well able to locate the regions where the enhancement was first producing artifacts ensuring the validity of their
responses.

4. SUMMARY AND DISCUSSION

Statistical tests confirmed, that all participants preferred a clearly visible enhancement over the original, non-
enhanced scenes and that the setting for objectionable enhancement was far above the preferred settings. The
effect of the gradient size σ was negligible. The absolute values of the adjusted parameters varied strongly
depending on the scenes’ content. However, when scaling the values based on their scene-dependent visibility
thresholds to JND (Just Noticeable Difference) units, a general pattern emerged. Users typically rated enhance-
ments twice the visibility-threshold (2 JND) as preferred while an enhancement of 4 JND was mostly perceived
as objectionable (see Fig. 5). A close inspection of the scene-regions that were rated as benefiting most from
the procedure showed that enhancement was perceived where it was expected, namely at edges and highlights
(Chamfer Plane), shadow-boundaries (Dice) and highly-structured regions (Feet).

In general, our results are well in line with those obtained by Lin et al.8 who found that an enhancement of
about 2.6 JND was best using their LoG method. The minor differences to the results from this study may be
due to the different methodologies used to obtain an estimate for the just-noticeable difference. While Lin et al.
derived the JND using assumptions about noticeability of single-pixels using background luminance adaptation
and local activity masking, we directly measured the JND for each of our scenes. This fact, along with the
assumption of linearity implicit in the conversion in Eq. (1) might be responsible for this deviation but, of
course, also the used techniques differed vastly.



It was observed, that judgments differed vastly between individual subjects. However, the inter-rater variance
was shown to be reducible by computing within-cluster values for the ratings, based on a hierarchical cluster
analysis. The resulting clusters clearly differentiated between participants that favored weak (≈ 33%) and strong
enhancements (≈ 66%), respectively indicating that designers applying the method should be cautious not to
overdo the enhancements.

In conclusion, the results from our study confirm the hypothesis that 3D Unsharp Masking increased the
perceived contrast of a scene in a way that was perceived as attractive over a wide range of possible parameter-
settings. The general pattern found for the parameters also provides a useful guideline for designers when making
use of 3D Unsharp Masking: as a rule of thumb they can easily determine the strength for which they start to
perceive an enhancement and use twice this value for a good effect. Since the value for objectionable results was
twice as large again, artifacts should not impose restrictions on the applicability of this rule.

In further studies, we plan to investigate how different methods of enhancing scenes relate to one another.
It is also a challenging task to explicitly address the issue of whether adaptation of the gradient as proposed by
3D Unsharp Masking is indeed the optimal method to trick the HVS into perceiving higher contrast. Studies
applying artificial, low-structured stimuli would be necessary to further illuminate and characterize this effect.

APPENDIX A. INSTRUCTIONS

The actual wording of the instructions was as follows∗:

“In this experiment, we are interested in finding out about how well a contrast enhancement procedure works. You
will therefore be asked to adjust the strength of the enhancement in a way that the resulting image looks best to you. You
will be presented with two images side-by-side, where the left image will be the original scene, while the right image will
be enhanced. You can control the strength of the enhancement by pressing <up> or <down> on the keyboard. When
you are done adjusting the strength, please press <Enter> to confirm your choice.”

“We are interested in your opinion about several aspects of the enhancement:

1. At first, we would like you to adjust the enhancement such, that you can just see a difference in contrast.

2. In a second task, please adjust the strength so that the contrast is too strong (artifacts appear).

3. In a last step, please find the enhancement that you think produces the best contrast, while still not being too
strong.”

“In summary, we would like you to find the setting for the following requirements:

1. Enhancement just Visible

2. Looks too strong (objectionable)

3. Overall best Look (best contrast).

The required task will be indicated on the top of the screen. Please take your time in finding the values you prefer, there is
no time pressure. Please note that there is no “correct” solution and that your answer only reflects your personal taste.”

“The experiment will now start. If you have any questions, please contact the experimenter now.”
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