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ABSTRACT
Online service providers gather vast amounts of data to build user profiles. Such profiles improve service quality through personalization, but may also intrude on user privacy and incur discrimination risks. In this work, we propose a framework which leverages solidarity in a large community to scramble user interaction histories. While this is beneficial for anti-profiling, the potential downside is that individual user utility, in terms of the quality of search results or recommendations, may severely degrade. To reconcile privacy and user utility and control their trade-off, we develop quantitative models for these dimensions and effective strategies for assigning user interactions to Mediator Accounts. We demonstrate the viability of our framework by experiments in two different application areas (search and recommender systems), using two large datasets.

KEYWORDS
Anti-Profiling, Privacy, User Utility, Personalization, Mediator Accounts, Profile Scrambling, Search Engines, Recommender Systems

1 INTRODUCTION

Motivation: Users are profiled and targeted in virtually every aspect of their digital lives: when searching, browsing, shopping, or posting on social media. The gathered information is used by service providers to personalize search results, customize ads, provide differential pricing, and more [19, 42]. Since such practices can greatly intrude on an individual’s privacy, the goal of our research is to devise a mechanism to counter such extensive profiling.

A careful user can largely preserve her privacy by taking measures like anonymizing communication or using online services only in a non-linkable manner (for instance, by changing accounts or pseudonyms on a regular basis). However, this comes at the cost of greatly reducing utility, both for the service providers and the user. On the one hand, the service provider will miss out on learning from the same user’s long-term behavior, which may result in less effective systems. This issue of system-level utility has been studied in the past research on privacy [20, 23]. On the other hand, the individual user will experience degraded service quality, such as poor search results, as the service provider would not understand the user’s interests and intentions. This notion of user-level utility has not been extensively explored in prior work. Our paper formalizes the trade-off between a user’s profiling privacy and her individual utility.

State of the art and its limitations: Research in privacy has primarily addressed the disclosure of critical properties in data publishing [5, 7, 13]. Common techniques include coarsening the data so that different users become indistinguishable (e.g., k-anonymity [41], l-diversity [26], and t-closeness [25]), or perturbing the answers of an algorithm so that the absence or presence of any record does not significantly influence the output – the principle of differential privacy [11]. These methods consider notions of utility that reflect a system-level error in an analytical task, such as classification. In contrast, our goal is to prevent detailed profiling and targeting while keeping the individual user utility as high as possible, for example, in terms of the quality of personalized search results or product recommendations.

For privacy-preserving search, many approaches have been proposed based on query obfuscation [14, 33]. In these solutions, queries are generalized to hide their actual intentions, or additional dummy queries are generated to prevent accurate profiling. Both techniques come at the cost of largely reducing user utility. Similar obfuscation-based techniques have been explored for recommenders [17, 27]. However, none of the prior work addressed the trade-off between privacy and user utility in a quantitative manner. A few methods [8, 33] have considered an entire user community as a means for query obfuscation. This idea is related to our approach in this paper – we generalize it and make it applicable in the context of anti-profiling.

Approach and contribution: Our approach to reconcile privacy and user utility builds on the following observation: service providers often do not need a complete and accurate user profile to return personalized results. Thus, in accordance with the need-to-know principle, we assign user requests to Mediator Accounts (MA) mimicking real users, such that (i) individual user profiles are scrambled across MAs to counter profiling, while (ii) coherent fragments of a user’s profile are kept intact in the MAs to keep user utility high. We call this paradigm privacy through solidarity. Specifically, MAs are constructed by split-merge assignment strategies: splitting the interaction history of a user and merging pieces of different users together. Mediator Accounts are meant as an intermediate layer between users and the service provider, so that the provider only sees MAs instead of the real users.

Ideas along these lines have been around in the prior literature [15, 34–36, 44], but the formalization of the privacy-user-utility trade-off has never been worked out. In particular, to make
this idea viable, one needs to devise quantitative measures for the effects of Mediator Accounts on privacy and utility. In addition, a strategy is needed for assigning user requests to such accounts. The simplest approach of uniform randomization would be ideal for privacy but could prove disastrous for user utility. This paper addresses these challenges within a framework of Mediator Accounts. Our ideas are general enough to be applied to search engines, recommender systems, and other online services where personalization is based on the user interaction history. Our salient contributions are:

- a model with measures for quantifying the trade-off between profiling privacy and user utility;
- the Mediator Accounts framework together with strategies for assigning user interactions to MAs;
- comprehensive experiments with two large datasets: search logs derived from the StackExchange Q&A community, and Amazon product ratings.

2 FRAMEWORK OVERVIEW

2.1 Architecture

The architecture of the Mediator Accounts framework is shown in Fig. 1. It consists of three parties: users, a service provider (SP), and a Mediator Accounts proxy (MA-proxy). A user profile consists of a set of objects, such as queries, product ratings or other forms of user interactions with the SP. Instead of issuing objects directly to the SP, users pass them on to the MA-proxy together with some context information. The goal of the MA-proxy is to redistribute the incoming objects on to mediator profiles mimicking real users. The MA-proxy assigns each incoming object to a Mediator Account offering the right context for the current object and user, and issues the object to the SP from the chosen MA. Upon receiving a response (for example, a result page or a product recommendation) from the SP, the MA-proxy passes it back to the user. When an interaction is over, the MA-proxy discards all linking information about the original user and the object and remembers only the association between the mediator account and the object. As a result, the original user profiles are scrambled across multiple MAs, and each MA consists of data from multiple users.

2.2 Incentives of participating parties

**Users.** The goal of a user participating in an MA system is to be able to get high-quality personalized results, while not letting any online provider (neither SPs nor the MA-proxy) keep her interaction history and link it to her as an individual. The MA-proxy has the user interaction history scrambled across multiple accounts, and no links between the objects and the real users are stored.

Users of anonymous services that do not offer topical personalization, such as the DuckDuckGo, Startpage or Qwant search engines, may be open to trading off some privacy for enhanced results through the MA framework.

**Non-profiling service providers.** The incentive of a non-profiling service provider would be to enhance personalization in the results, without compromising on the non-profiling principle.

**Profiling service providers.** A big question is whether profiling service providers would allow a third-party like an MA-proxy to mediate between them and the users. While examples of such third-parties already exist (the Startpage search engine uses Google as a source of search results), we believe that (i) an MA-proxy being able to group objects into realistic profiles that yield similar analytics results for the SP, and (ii) an MA-proxy being able to attract privacy-wary users who would not otherwise use the profiling SP, would be viable incentives for an SP not to block an MA service.

**MA-proxy.** An MA-proxy could be set up by individuals, or cooperatives of non-profiling SPs (to provide personalization without accumulating real user profiles), or by non-governmental organizations that promote online privacy. The Electronic Frontier Foundation is such an organization – a non-profit organization that has built privacy-preserving solutions like Privacy Badger.

2.3 Trusted and adversarial parties

**MA-proxy.** Users opting for an MA service would need to trust that it scrambles their profiles across mediator accounts, and discards the original profiles as well as any identifying information once an interaction (a single request or a session) is complete. A standard approach to gain such trust would be to make the MA solution open-source, enabling the code to be vetted by the community. A real implementation of an MA framework would have to take into account secure end-to-end communication channels between users and SPs via the MA-proxy. These issues may be resolved using encryption and security techniques (e.g., secure browser, onion routing, etc.), and are outside the scope of this paper.

**Provider.** The service provider is not exactly distrusted, but there have been cases where user-related information has been leaked or passed on beyond the original intentions – by sabotage, acquisition by other companies, or enforcement by government agencies. By detaching users from profiles and limiting their accuracy, the potential damage is bounded.

Other risks might result from service providers displaying privacy-sensitive personalized ads, such as ads related to pregnancy or health issues, especially when observed by others on a user’s screen. The architecture would allow an MA-proxy to support filtering ads and adjusting them to users’ topical interest. Such a configuration has indeed been found to be a preferable ad-serving setup in a user study [1]. Ad filtering, however, is orthogonal to this research.
3 ASSIGNMENT MODEL

The core of the MA framework is an algorithm for assigning user objects to Mediator Accounts. To guide it on the privacy-utility trade-offs and to assess the quality of the output, we need measures for quantifying the effect of an assignment on privacy and user utility. This section presents such measures, and the algorithm for object assignment based on the split-merge concept.

3.1 Concepts and notation

We use the following notations:

- A set $U$ of users $u_1 \ldots u_p$.
- A set $O$ of objects $o_1 \ldots o_s$ issued by users; the objects are treated as unique even if they represent the same content. For instance, a query folk music issued by user $u_i$ is treated as an object distinct from the same query issued by $u_j$. Analogously, a product rating for a book (folk Music History, 3.0) by $u_i$ is distinct from the rating by $u_j$ for the same book, irrespective of the rating value.
- A set $M$ of mediator accounts $m_1 \ldots m_t$ to which objects are assigned by the MA-proxy.

We reserve the symbols $i, j, k$ for subscripts of users, objects, and MAs. If user $u_i$ issues object $o_j$, we write $o_j \in u_i$. Similarly, if $o_j$ is assigned to MA $m_k$, we write $o_j \in m_k$.

**Assignments.** An assignment of objects on to MAs can be denoted as an $s \times t$ matrix $A$ of 0-1 values, where $A_{ij} = 1$ means that $o_j$ is assigned to $m_j$. If we think of the Cartesian product $O \times M$ as a bipartite graph, then the assignment can be conceptualized as a subgraph $S \subseteq O \times M$ where each node of type $O$ has exactly one edge with one of the $M$ nodes.

3.2 Objective

In a real application, an MA-proxy has to assign objects to accounts in an online manner, one object at a time as input arrives. In this paper, we focus on analyzing the model and assignments in an offline setting, although the algorithm we devise can be applied in both offline and online scenarios. The offline case is useful for two reasons. First, it is a foundation for understanding the underlying privacy-utility trade-offs. Second, performing offline assignment on a set of initial user profiles can address the cold-start problem that a new MA-proxy would face. Using the notation from Sec. 3.1, the **MA offline assignment problem** can be defined as follows:

- Given a set of objects $O$ belonging to a set of users $U$, and the set of mediator accounts $M$, compute an assignment matrix $A$ that optimizes a desired objective function for the privacy-utility trade-off.

The **MA online assignment problem** is:

- Given an assignment $A$ of past user objects to MAs and a newly arriving object $o$ of user $u$, find the best MA to which $o$ should be assigned with regard to a desired goal for the privacy-utility trade-off.

3.3 Measuring privacy gain

An ideal situation from the perspective of privacy is when the objects from a user profile are spread across MAs uniformly at random – this minimizes the object-level similarity of any MA to the original profile. We thus measure privacy as the entropy of the user distribution over MAs, formalizing these notions as follows.

**Entropy.** We introduce for each user $u_i$ an MA-per-user vector $\mu_{ui} \in (\mathbb{N}_0)^t$ with one counter ($\geq 0$) per MA, written as $\mu_{ui} = (x_{i1}, \ldots x_{ij}, \ldots x_{it})$ where $x_{ij}$ is the number of objects by user $u_i$ in account $m_j$ (such that $\sum_{j=1}^{t} x_{ij} = |u_i|$). We can cast this into an MA-per-user probability distribution $\Phi_i = (\phi_{i1}, \ldots \phi_{ij}, \ldots \phi_{it})$ by setting $\phi_{ij} = x_{ij}/|u_i|$ followed by smoothing (e.g., Laplace smoothing) so that $\phi_{ij} > 0$ for each $j$ and $\sum_{j=1}^{t} \phi_{ij} = 1$.

The degree of $u_i$’s profile fragmentation can be captured by the entropy of the distribution $\Phi_i$. We can define the **MA-per-user entropy** as a measure of privacy gain (gain over having each user exhibit her full individual profile):

$$\text{privacy-gain}(u_i) = H_i = -\sum_{j=1}^{t} \phi_{ij} \log \phi_{ij}$$

(1)

This quantifies the spread of the user’s objects across accounts. The higher the entropy value, the higher the gain in profiling privacy.

**Profile overlap.** If a use-case requires a more user-interpretable measure of privacy, an alternative is to minimize the maximum profile overlap. For a user $u_i$, this measure can be expressed as:

$$O_i = \max_{j=1}^{t} \left\{ \frac{|O \cap (m_j)|}{|u_i|} \right\}$$

(2)

This measure of overlap can directly tell a user how much "error" could be made by an adversary, who assumes one of the MAs is the user’s profile. The optimum for this measure, as with entropy, is achieved when the objects are uniformly spread across accounts. Thus, in the following, we use entropy as our privacy measure, and leave maximum profile overlap as a design alternative.

3.4 Measuring user utility loss

User utility loss measures to what extent an object $o_k$ of user $u_i$ is placed out of context by mapping it to account $m_j$. We define a real-valued function $\text{sim}(\cdot, \cdot)$ to measure the coherence of user and MA profiles: $\text{sim}(o_i, o_j) \in [0, 1]$ is a symmetric measure of the relatedness between objects represented by $o_i$ and $o_j$. In practice, different notions of relatedness can be used, based on object properties or usage. In settings where labels for topics or categories are available, we can set $\text{sim}(o_i, o_j) = 1$ if $o_i$ and $o_j$ are issued by the same user and have the same topic/category label, and 0 otherwise. Generally, we assume that $\text{sim}$ measures are normalized with values between 0 and 1.
The objects of user $u_i$ form a context, typically with high pairwise relatedness among the objects. When considering sets of objects as a whole (rather than time-ordered sequences of object posts), we can measure the normalized context coherence of an object $o_k$ in the profile of user $u_i$ by:

$$\text{coh}(o_k, u_i) = \frac{\sum_{o_l \in u_i, k \neq l} \text{sim}(o_k, o_l)}{|u_i| - 1}$$

(3)

When $o_k$ is placed in MA $m_j$, we analogously define:

$$\text{coh}(o_k, m_j) = \frac{\sum_{o_l \in m_j, k \neq l} \text{sim}(o_k, o_l)}{|m_j| - 1}$$

(4)

The utility loss of $u_i$ in a given MA assignment is then measured as an average coherence loss over all user objects:

$$\text{utility-loss}(u_i) = \frac{\sum_{o_k \in u_i} |\text{coh}(o_k, u_i) - \text{coh}(o_k, m_j)|}{|u_i|}$$

(5)

where $m_j$ is the account containing $o_k$ in the given assignment.

The normalization helps to account for varying sizes of user profiles. As a result, coherence values are always between 0 and 1, and utility loss is normalized to take values between $-1$ and 1. Note that our utility measure assumes that the context coherence can increase if an object is assigned to an MA with more similar objects. Coherence increase will result in negative utility loss.

### 3.5 Assignment algorithms

The role of an assignment algorithm is to scramble user objects across accounts so as to satisfy a desired privacy-utility tradeoff or optimize a corresponding objective function. In this paper, we experiment with a number of assignment algorithms and study their output quality.

#### 3.5.1 Optimal assignment (Offline)

The tradeoff can be expressed as a joint non-linear optimization problem as follows:

$$\max_A \min_u [\alpha \cdot \text{privacy-gain}(u) - (1 - \alpha) \cdot \text{utility-loss}(u)]$$

(6)

Alternatively, one could optimize one of the two measures with a constraint on the other. Solving this problem exactly, however, is computationally expensive. If we use the less complex overlap privacy measure, we could cast the problem into a Quadratic Integer Program. However, this would have millions of variables; so it would remain intractable in practice. We thus do not pursue this direction in this paper and instead consider a number of heuristics. The following are also suitable for the online case.

#### 3.5.2 Profiling-tradeoff assignment

We aim to approximate the combined objective function as follows. Let $o$ be an object we want to assign to one of the accounts $m_j$. If we want to optimize for privacy (i.e., entropy), we should choose an MA at random from a uniform distribution over MAs:

$$P_{\text{privacy}}(m_j | o) = \frac{1}{|M|}$$

(7)

If we want to optimize for utility, we could choose an MA that offers the best coherence:

$$P_{\text{util}}(m_j | o) = \begin{cases} 1, & \text{if } m_j = m_{\text{max}} \\ 0, & \text{otherwise} \end{cases}$$

(8)

where $m_{\text{max}} = \arg \max_{m_k} \text{coh}(o, m_k)$.

Let $\alpha$ be a parameter that controls the trade-off between privacy and utility. We sample an MA according to the distribution:

$$P(m_j | o) = \alpha \cdot P_{\text{privacy}}(m_j | o) + (1 - \alpha) \cdot P_{\text{util}}(m_j | o)$$

(9)

In the offline case, we may choose an arbitrary order of objects to feed into this assignment heuristic. In the online case, we process objects ordered by the timestamps in which they are issued to the MA-proxy. It is also worth noting that in an online setting users could choose different $\alpha$ for each object, deciding that some should be assigned randomly, and some with the best possible context.

#### 3.5.3 Random assignment

In this assignment, objects are assigned to accounts uniformly at random. This is a special case of the Profiling-tradeoff algorithm with $\alpha = 1$. This assignment maximizes privacy.

#### 3.5.4 Coherent assignment

Personalization is usually based on semantically coherent parts of user profiles. If we retain such coherent fragments of a profile within the accounts, individual utility should be preserved better than in a completely random assignment. The mode in which we assign an object to the account that offers the best coherence is a special case of the Profiling-tradeoff algorithm, in which we set $\alpha = 0$. We refer to this method as Coherent. This assignment explicitly aims for the best utility only, yet some privacy is gained as chunks of user profiles get assigned to MAs randomly.

### 4 MA IN SEARCH SYSTEMS

By analyzing query-and-click logs, search engines can customize results to individual users. Such user profiling, however, may reveal a detailed picture of a person’s life, posing potential privacy risks. At the same time, personalization of a single query is often based on only a subset of a user’s history. Thus, as a first use case, we apply the MA framework in a search engine setting, scrambling the query histories of different users across accounts.

#### 4.1 Framework elements

In the search scenario, the elements of the framework described in Sec. 3 are instantiated as follows. The objects are keyword queries, and user profiles consist of sets (or sequences) of queries, possibly with timestamps. Accounts contain re-assigned queries of different users. Object similarity can be understood as topical similarity between queries, with topics being either explicit such as categories or classifier labels, or latent, based on embeddings. As a query is characterized by a set (or weight vector) of topics, the similarity can be computed, for instance, using (weighted) Jaccard overlap or vector cosine. The service provider in this setting is a search engine, which, upon receiving a query from a given user profile, returns a ranked list of documents personalized for that user. User utility is measured by the quality of the result list.

#### 4.2 Service provider model

The ability of the MA framework to preserve utility while splitting user profiles across accounts depends on a retrieval model for ranking query answers. We use the language-model-based retrieval technique [10], as described below.
Let \( o \in u \) be a query of user \( u \) consisting of a number of words \( w \in o \), and \( D \) be the document collection. The model retrieves the results in two steps. First, it fetches a set of top-\( k \) documents \( D_o \subseteq D \), each document \( d \in D \) being scored by the query-likelihood model with Dirichlet smoothing [parameter \( \mu_D \)]:

\[
score(o, d) = \log P(o|d) = \sum_{w \in o} \log \left( \frac{tf_{w,d} \cdot P(w|d)}{|V_d| \cdot |U|} \right)
\]

where \( tf_{w,d} \) is the count of \( w \) in \( d \), \( P(w|d) \) is the probability of \( w \) occurring in \( d \), and \( |V_d| \) is the count of all words in \( d \). For every user \( u \), we compute a personalization score as the log-probability of the document \( d \) being generated from the user language model using Dirichlet smoothing with parameter \( \mu_U \), where \( U \) is the set of all users (or equivalently, the collection of their search histories):

\[
score(d, u) = \log P(d|u) = \sum_{w \in d} \log \left( \frac{tf_{w,u} \cdot \mu_U \cdot P(w|d)}{|V_d| \cdot |U|} \right)
\]

where \( tf_{w,u} \) is the count of \( w \) in the search history of \( u \), \( P(w|d) \) is the probability that \( w \) occurs in \( d \), and \( |V_u| \) is the count of all words in the search history of \( u \).

In the second step, documents \( d \in D_o \) are re-ranked using a linear combination of the two scores:

\[
score_u(o, d) = \gamma \cdot score(o, d) + (1 - \gamma) \cdot score(d, u)
\]

In practice, \( \gamma \) would be set to a low value to put more importance on personalization.

When we use the MA framework, the computations are similar. The notion of a user is simply replaced by an account \( m \). The personalization stage is adjusted as follows: we compute \( score(d, m) \) using \( P(d|m) \), which in turn is computed using \( tf_{w,m} \), \( \mu_M \), and \( |V_m| \) with Eq. 11. Definitions of these quantities are analogous to their user counterparts.

## 5 MA IN RECOMMENDER SYSTEMS

Recommendation platforms like online shops, movie review forums, and music streaming sites, aggregate user interaction histories over time. As in the search setting, there is a direct correlation between the accuracy and completeness of user profiles and the quality of the obtained recommendations. Thus, as a second use case, we apply the MA framework to recommender systems.

### 5.1 Framework elements

**Users** of a recommendation platform rate different **items** like movies, books, and hotels. These **item-rating pairs** are the objects in the **profile** of a user. An item belongs to a set of **categories** (e.g., movie genres) from a taxonomy defined by the service provider. The **object similarity function** can be defined by topical similarity using such categories or tags. Additionally or alternatively, similarity can consider the ownership of objects, that is, whether two ratings are by the same user or different ones.

User utility here refers to the quality of recommendations. Rating predictions for items unseen by a user are made based on the past ratings of that user, as well as ratings of similar items by similar users. Thus, scrambling a user’s ratings across accounts, if not done in a principled fashion, can potentially destroy user-item preference patterns, and hence degrade the quality of rating prediction.

### 5.2 Service provider model

A widely deployed rating prediction algorithm is collaborative filtering (CF), which has been used by providers like Netflix, Amazon and Google [49]. In this model, the values of user-item ratings are stored as a matrix, where rows represent users, and columns represent items. CF maps both users and items into a low dimensional (latent) space using matrix factorization, such that user-item interactions (ratings) are modeled as inner products in that space, \( \hat{r}(u_i, o_k) = q_{ok}^T p_{ui} \), where \( p_{ui} \in \mathbb{R}^f \) and \( q_{ok} \in \mathbb{R}^f \) are vector representations of the user \( u_i \) and item \( o_k \) in the latent space with dimensionality \( f \). CF avoids overfitting by adding a regularization term to the objective function of the matrix factorization.

To learn the low-dimensional vectors \( (p_{ui}, q_{ok}) \), the system minimizes the regularized squared error on the set of known ratings (Eq. 13) [22]:

\[
\min_{q', p'} \sum_{(u_i, o_k) \in R} (r(u_i, o_k) - q_{ok}^T p_{ui})^2 + \lambda(\|q_{ok}\|^2 + \|p_{ui}\|^2)
\]

where \( R \) is the set of items \( u_i, o_k \) pairs for which \( r(u_i, o_k) \) is known (the training set of gold ratings), and \( \lambda \) is the regularization parameter. The trained model can then be used to predict ratings for unseen (user, item) pairs using the expression for \( \hat{r}(u_i, o_k) \).

In the MA framework, the service provider no longer predicts the ratings for users, but for mediator accounts. Specifically, it learns a CF model from the MA-ratings data (triples of MA-id, item-id, rating), and then makes predictions for the unseen \((m_j, o_k)\) pairs. As the ratings of an individual user are spread across different MAs, we need a method for propagating the predicted ratings from the MAs back to the individual users. Assume that we need to predict the rating \( \hat{r}(u_i, o_k) \) when the MAs are present. Under a given assignment, \( u_i \)'s items are split across MAs \( \{m_j \in M\} \) with a distribution \( \Phi \) (Sec. 3.3), where the fraction of \( u_i \)'s mass in some \( m_j \) is given by \( \phi_{ij} \). We assume that the MA-proxy has access to the predicted ratings \( \hat{r}(m_j, o_k) \) from the service provider. We compute the propagated rating \( \hat{r}^m(u_i, o_k) \) as the weighted sum of \( \hat{r}(m_j, o_k) \):

\[
\hat{r}^m(u_i, o_k) = \sum_{j=1}^{M} \phi_{ij} \hat{r}(m_j, o_k)
\]
words with the highest TF-IDF scores, where \( l \) is a random integer between 1 and 5. We consider only users with at least 150 questions, which yields a total of 975 users and 253K queries. Each query is assigned a topical label, used for object similarity. We set this label to the subforum where the original question was posted.

### 6.1.2 Service provider. For reproducible experiments, we base our search engine model on the open-source IR system Indri [40]. Indri ranks query answers based on state-of-the-art statistical language models with Dirichlet smoothing [10]. We use Indri to retrieve the top-100 results for every query from the entire corpus, and implement user-personalized re-ranking ourselves (see Sec. 4.2). We compute per-user language models from the original questions and implement user-personalized re-ranking ourselves (see Sec. 4.2).

### 6.1.3 Empirical measures. Privacy Gain. The model entropy reflects how scrambled the user profiles are. Yet from the perspective of a profiling adversary it is rather the distribution over semantic topics that matters. Empirically, a proper way to measure privacy then is to compare the original topic distribution per user against the topic distributions of the MAs. The minimum KL-divergence between pairs of these distributions signifies the privacy level:

\[
\text{emp PRIV gain}(u_i) = \min_{m \in M} D_{KL}(P^u_i \parallel Q^m) \tag{15}
\]

where \( P^u_i \) and \( Q^m \) refer to the user and MA profile distributions over topics with add-one Laplace smoothing. We use subforums as explicit labels for topics.

Utility Loss. Rankings of documents \( d \) for a query are derived from \( \text{score}_u(o,d) \) and \( \text{score}_m(o,d) \) (Eq. 12), respectively, where the former refers to the query being issued by user \( u \) and the latter to the query being issued by the mediator account \( m \) (see Sec. 4.2). We quantify the empirical utility loss as the divergence between the two rankings. We compute two measures: the loss in Kendall’s Tau over the top-100 document rankings: \( 1-K\text{Tau}@100 \) (as the personalization step considers the top-100 documents), and the loss in Jaccard similarity coefficient over the first 20 ranking positions: \( 1-J\text{accard}@20 \) (as end-users typically care only about a short prefix of ranked results). For each user, we average these scores over all queries.

### 6.1.4 Assignment methods. Object similarity. We set \( \text{sim}(o_i, o_j) = 1 \) if both \( o_i \) and \( o_j \) belong to the same user and to the same topic, and 0 otherwise. During the assignment, this measure helps to keep related parts of a user profile together.

Assignment algorithms. We run the Profiling-Tradeoff algorithm varying \( \alpha \) between 0 and 1 with a 0.1 increment, and setting the number of MAs to be the number of users (975). With the chosen object similarity, the special case of \( \alpha = 0 \), i.e. the Coherent assignment, results in splitting user profiles into subforum chunks and assigning each chunk to a randomly chosen account.

### 6.2 Results and insights

Aggregate trends. Table 1 presents the results on the model measures and empirical measures for different values of the assignment trade-off parameter, macro-averaged over users. Recall that \( \alpha = 0.0 \) and \( \alpha = 1.0 \) correspond to the special cases of Coherent and Random assignments, respectively. These results need to be contrasted with the baseline, denoted Original in the table, where each original user forms exactly one account (i.e., no scrambling at all). Compared to the baseline, all numbers are statistically significant by

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>M-Priv-Gain (Entropy)</th>
<th>M-Util-Loss (Coherence Loss)</th>
<th>E-Priv-Gain (Min. KL-div.)</th>
<th>E-Util-Loss (1 - KTau@100)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0 (Coh)</td>
<td>1.180</td>
<td>0.178</td>
<td>0.320</td>
<td>0.170</td>
</tr>
<tr>
<td>0.2</td>
<td>2.208</td>
<td>0.293</td>
<td>0.319</td>
<td>0.203</td>
</tr>
<tr>
<td>0.4</td>
<td>3.130</td>
<td>0.389</td>
<td>0.346</td>
<td>0.228</td>
</tr>
<tr>
<td>0.6</td>
<td>3.975</td>
<td>0.463</td>
<td>0.389</td>
<td>0.246</td>
</tr>
<tr>
<td>0.8</td>
<td>4.731</td>
<td>0.515</td>
<td>0.494</td>
<td>0.260</td>
</tr>
<tr>
<td>1.0 (Rand)</td>
<td>5.287</td>
<td>0.535</td>
<td>0.863</td>
<td>0.266</td>
</tr>
</tbody>
</table>

Figure 2: Model measures per user (search).

Figure 3: Empirical measures per user (search).
Results per user. Figs. 2 and 3 show privacy and utility values of each user, for the model and empirical measures, respectively. Different colors represent different assignments, and each dot represents a user, with measures averaged over the user’s queries. We have several observations:

- Higher privacy gain is correlated with higher utility loss. The Original assignment maps each user to the origin (0 utility loss, but also 0 privacy gain). No assignment reaches the bottom-right area of the chart — which would be an ideal.

- Varying $\alpha$ not only tunes the privacy-utility tradeoff at the community aggregate level, but also affects the variance over individual user scores. This suggests that we should further explore choosing $\alpha$ on an individual per-user basis (which is easily feasible in our framework, but is not studied in this paper).

- Even the Random assignment ($\alpha = 1.0$) keeps utility reasonably high. This is due to the fact that random MAs — sampled from queries in the community — end up being averaged rather than random profiles.

- Some users achieve high privacy gains without losing hardly any utility, and vice versa. We investigate this further below.

Effect of profile size and diversity. We analyze how different user profile characteristics affect the assignment results. Figure 4 presents the empirical trade-offs for the Coherent (top row) and Random (bottom row) assignments, where each dot is a user and the dot color represents (i) the logarithm of the number of queries in the user profile (left column), or (ii) the diversity of the profile measured by the entropy of the distribution of queries across topics (right column). We make the following observations:

- Users with more queries (darker dots) in the Coherent assignment clearly gain privacy at the cost of losing utility, whereas for the smaller profiles (lighter dots), the trade-off is not as pronounced. In the Random assignment this trade-off is less pronounced irrespective of the size of the profile.

- In the right column, one can see the lighter dots (profiles with little diversity) moving from the bottom-left for the Coherent assignment (little privacy gain, little utility loss) to the top-right for the Random assignment (higher privacy gain, higher utility loss). This suggests that our framework does not offer much help to the users with uniform and focused interests. This is an inherent limitation, regardless of which privacy protection is chosen. Such homogeneous users cannot hide their specific interests, unless they give up on personalization utility.

- Our split-merge assignments offer good results for users with high diversity. As suggested by the darker dots, the Coherent assignment leads to a lower utility loss and higher privacy gain for users with diverse profiles, when compared to the Random assignment. This is because such users have more independent and internally coherent chunks that can be split without affecting utility. This class of users is exactly where the right balance of utility and privacy matters most, and where we can indeed reconcile the two dimensions to a fair degree.

7 EXPERIMENTS ON RECOMMENDERS

7.1 Experimental setup

7.1.1 Dataset. We use the Amazon product rating data collected by Mukherjee et al. [30] which contains user-item ratings, along with review text and metadata. We extract (user, item, rating) triples from this data with associated timestamps, and restrict product type to music, one of the most frequent product types. We identify active users who rated between 50 and 1000 items. Within music there are 22 categories, as defined by Amazon: rock, jazz, country, etc. An item is originally associated with 2.12 categories on average, but we assign it uniquely to one category by selecting the most frequent category. The final data had 1,719 users, 72,464 items and 197,215 ratings (ratings are between 1 and 5).

7.1.2 Service provider. We used a parallelized implementation of a collaborative filtering model based on matrix factorization: ALS-WR [22, 49]. This is available in Apache Spark (https://goo.gl/X33DN9, Accessed 23 Jan 2017), and widely used. The model has three parameters — number of latent features $f$, the regularization parameter $\lambda$, and the number of iterations $n_i$ to run. $f$ was set to 22, which is the number of categories in the data. $\lambda$ and $n_i$ were learnt to be 0.3 and 10 respectively, using grid search on a separate development set of 60K ratings.
Table 2: Recommender results with parameter $\alpha$ for the model (M) and empirical (E) measures.

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>M-Priv-Gain (Entropy)</th>
<th>M-Util-Loss (Coh. Loss)</th>
<th>E-Priv-Gain (Min. KL-Div.)</th>
<th>E-Util-Loss (MSE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>0.0 (Coh)</td>
<td>0.826</td>
<td>0.094</td>
<td>0.073</td>
<td>0.501</td>
</tr>
<tr>
<td>0.2</td>
<td>1.778</td>
<td>0.086</td>
<td>0.064</td>
<td>0.576</td>
</tr>
<tr>
<td>0.4</td>
<td>2.573</td>
<td>0.106</td>
<td>0.075</td>
<td>0.623</td>
</tr>
<tr>
<td>0.6</td>
<td>3.339</td>
<td>0.122</td>
<td>0.093</td>
<td>0.664</td>
</tr>
<tr>
<td>0.8</td>
<td>4.069</td>
<td>0.133</td>
<td>0.130</td>
<td>0.689</td>
</tr>
<tr>
<td>1.0 (Rand)</td>
<td>4.495</td>
<td>0.137</td>
<td>0.262</td>
<td>0.690</td>
</tr>
</tbody>
</table>

7.1.3 Empirical measures.

Privacy Gain. We use the same measure of per-user empirical privacy as in the search scenario, which is the KL-divergence between the topical distributions representing the user profile and the “closest” MA profile (Eq. 15). The distributions are computed over the 22 Amazon Music categories (with add-one Laplace smoothing).

Utility Loss. Empirical utility for user $u_i$ is measured in terms of mean squared error (MSE). MSE is computed for $R_{ui}^{test}$, where the system needs to generate recommendations for each of 40 given items, for each user $u_i$. These test cases are not part of the training data. The error is computed between predictions made by the user model and the model propagated through the MAs, i.e., $\hat{r}(u_i,o_k)$ and $P^M(u_i,o_k)$ (Sec. 5.2). We thus have in Eq. 16:

$$emp\text{-util-loss}(u_i) = \frac{\sum_{y=1}^{R_{ui}^{test}} (r_y(u_i,o_k) - \hat{r}_y^M(u_i,o_k))^2}{|R_{ui}^{test}|}$$

The set of 40 unseen items for a user to make predictions on is picked at random from the set of 72,464 items. Our complete test set thus contained 68,760 ($= 1,719 \times 40$) (user, item) pairs.

Under the MA model, each user-item rating prediction requires multiple MA-item predictions. For the assignment methods presented, we had to make up to 7.5M predictions in total from the MA model, for the 68,760 test ratings. However, with the parallelized Spark implementation, this took only a few minutes on a single machine with 8 GB RAM.

7.1.4 Assignment methods. We create 1,719 MA profiles, equal to the number of users. The object similarity is set to 1 if two objects belong to the same user and the same category, and 0 otherwise. The tradeoff parameter $\alpha$ was varied from 0.0 through 1.0 in steps of 0.1. Rating timestamps were used to determine the order of object assignments.

7.2 Results and insights

Aggregate trends. Table 2 shows how the model and empirical measures of privacy and utility vary with tradeoff parameter $\alpha$. Each value is an average over all 1719 users. $\alpha = 0.0$ and 1.0 correspond to Coherent and Random assignments respectively. Original again denotes the baseline where each original user forms her own account. Note that higher values for the privacy measures of entropy and KL-divergence indicate better privacy gain, and lower values for the utility measures of coherence loss and MSE imply better user utility loss.

The major insight here is the following. For the Coherent assignment, we observe good empirical utility (a very low MSE of 0.501), while providing a substantial improvement in empirical privacy (0.073 from 0). Thus, this assignment is a good candidate for practical deployment. Generally, the Profiling-Tradeoff assignment works well for all $\alpha$, demonstrating the robustness of our approach.

The trends in empirical privacy and utility mimic those of the model measures. As $\alpha$ is increased from 0.0 to 1.0, there is gradual improvement in empirical privacy and a monotonic degradation in user utility, both with low gradients.

Results per user. Figs. 5 and 6 visualize privacy versus utility for model and empirical measures, where each point denotes an individual user. Different colors represent different tradeoff settings, as shown in the legend. There are two notable observations:

- Users form different clusters in the privacy-utility space as $\alpha$ is varied. The clusters are softer (more overlapping) in the empirical case than in the model. This shows that analytically
predicting these tradeoff statistics is not easy; hence our experimental approach.

- Fig. 6 indicates that, for the Coherent assignment, a fraction of users have both high privacy gain and low utility loss (the brown dots in the lower right area of the chart), while most users exhibit the expected privacy-utility tradeoff. This suggests further optimizations by tuning assignment parameters for each individual user separately.

**Effect of profile size and diversity.** As in the search setting, we report on the variation of the empirical measures with respect to changes in user profile size (number of items rated) and diversity (entropy of the distribution of item categories in the user profile) in Fig. 7. The two plots on the left refer to size and the ones on the right to diversity. The upper and lower plots correspond to the Coherent and Random assignments, respectively. We observe:

- Users with diverse interests do well on both dimensions (more dark dots towards lower right), and thus benefit the most from our framework. This represents a significant fraction of all users, as seen by the numerous dark dots in the diversity graphs.

- A higher profile size yields lower utility loss, for the Coherent assignment. So while a bigger profile typically entails better prediction accuracy (our measure of empirical utility), we can see that this is true only if related parts of the user profile are preserved in the MAs. This comes at the cost of somewhat reduced privacy gains. However, the Coherent assignment does fairly well in both dimensions. For Random assignment, profile size does not have a notable effect on privacy, and utility is often completely lost.

- Overall, users with larger profiles and varied interests have the best chance of preserving utility while having substantial privacy gains under the Coherent assignment. Thus, we can derive guidelines for tuning $\alpha$ (Table 2): $\alpha$ may be kept high in the beginning for objects of all users, and it may gradually be decreased when users show diversity in their interests as their profiles grow bigger (cf. Sec. 3.5.2).

8 RELATED WORK

**Grouping for privacy:** The idea of masking the traces of individual users by combining them into groups has been around since the Crowds proposal [35]. However, this early work solely focused on anonymity of web-server requests. [31] devised an abstract framework for group privacy over obfuscated databases, but did not address utility. For search engines specifically, [21] proposed a notion of query bundles as an implicit grouping of users, but focused on counteracting de-anonymization in the presence of so-called vanity queries. The short paper [50] sketches a preliminary approach where semantically similar queries by different users are grouped for enhancing privacy. Aggregation of users’ website-specific privacy preferences through a centralized server [47], can also be perceived as a type of privacy through solidarity. The principle of solidarity has moreover been explored through a game-theoretic framework over recommender systems [18].

**Tracking and profiling:** A good body of work investigates to what extent and how users are tracked by third parties in web browsers [24, 29, 47], or through mobile apps [28]. These are primarily empirical studies with an emphasis on identifying the tracking mechanisms. The interactions with service providers, where users log in and leave extensive traces, have been largely disregarded. In contrast, our framework helps counter both tracking and individual profiling by detaching users from online accounts.

To reduce the scale of profiling, a model called stochastic privacy has been proposed to selectively sample user profiles for use by personalizing algorithms [39]. To counter profiling by search engines in particular, [45] has proposed to issue queries anonymously, but provide the engine with a coarse topical profile for answer quality. On the tracking front, the Non-Tracking Web Analytics system reconciles users’ need of privacy and online providers’ need of accurate analytics [3]. Although these various works address the privacy-utility trade-off, no explicit control mechanism has been proposed for user utility.

**Privacy-preserving IR:** The intersection of privacy and IR has received some attention in the past years [46]. One of the key problems studied in the field is that of post-hoc log sanitization for data publishing [9, 16, 48]. Online sanitization, on the other hand, aims at proactively perturbing and blurring user profiles. Techniques along these lines typically include query broadening or dummy query generation (e.g., [4, 33, 37, 43]). It has also been proposed to perturb user profiles by making users swap queries and execute them on behalf of each other [34]. Very few of these prior works consider the adverse impact that obfuscation has on utility, and the usual focus is on the utility of single query results. To the best of our knowledge, none of them focuses on personalization utility or offers quantitative measures for the trade-off.

Another privacy concept studied in IR is that of exposure. Recently, the notions of R-Susceptibility and topical sensitivity have been proposed to quantify user exposure in sensitive contexts within a given community [6].

**Privacy-preserving data mining:** There is a vast body of literature on preserving privacy in mining data for rules and patterns and learning classifiers and clustering models [2, 12]. In this context, utility is measured from the provider’s perspective, typically an error measure of the mining task at hand (e.g., classification error).
We presented Mediator Accounts (MAs): a framework to counter privacy and utility issues. Techniques for user profile perturbation have also been studied for utility-preserving differentially-private recommenders [17].

9 CONCLUSIONS

We presented Mediator Accounts (MAs): a framework to counter privacy and utility, a key question in our two empirical studies has been to understand how well the MAs can preserve the utility in terms of high-quality search results and recommendations. The experiments show that the split-merge approach with Coherent assignment improves the privacy, while incurring little user utility loss. These benefits are most pronounced for users with larger profiles (i.e., more activity) and higher diversity of interests.

Open issues for future work include practical deployment, handling of other personalization features, and exploring the options for tuning assignments and framework parameters to the specific needs of individual users. On top of that, analyzing the three-dimensional trade-off between user privacy, user utility and the needs of individual users. On top of that, analyzing the three-dimensional trade-off between user privacy, user utility and the needs of individual users. On top of that, analyzing the three-dimensional trade-off between user privacy, user utility and the needs of individual users. On top of that, analyzing the three-dimensional trade-off between user privacy, user utility and the needs of individual users.

Finally, we would hope that the MA proposal stirs up the investigation of how the need-to-know principle could be implemented in personalized online services.
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