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ABSTRACT
Offline evaluation for information retrieval aims to compare the performance of retrieval systems based on relevance judgments for a set of test queries. Since manual judgments are expensive, selective labeling has been developed to semi-automatically label documents, in the wake of the similarity relationship among retrieved documents. Intuitively, the agreement w.r.t the cluster hypothesis can directly determine the amount of manual judgments that can be saved by creating labels with a semi-automatic method. Meanwhile, in representing documents, certain information is lost. We argue that better document representation can lead to better agreement with the cluster hypothesis. To this end, we investigate different document representations on established benchmarks in the context of low-cost evaluation, showing that different document representations vary in how well they capture document similarity relative to a query.

1. INTRODUCTION

Offline evaluation in information retrieval aims to establish the relative performance of several information retrieval systems based on a set of test queries. Document rankings for these test queries from each of the information retrieval system under comparison are gathered to generate a document pool. Following that, human assessors judge documents in this pool with regard to their relevance. Finally, based on the collected labels, a set of effectiveness measures such as mean-average precision (MAP) or intent-awareness expected reciprocal rank (ERR-IA) is computed to establish a relative order of the compared information retrieval systems according to their retrieval performance.

Since manual assessments are costly and laborious, a reduction of these is desirable. One way to reduce the manual effort is to introduce a semi-automatic method for labeling documents with regard to their relevance to a given query [1]. Intuitively, similar to what is described in the cluster hypothesis [3], documents that are relevant to the same query are supposed to be more similar with each other. The document relevance labels can be obtained by selectively labeling a carefully chosen, smaller number of documents and subsequently predicting labels for the not-yet-labeled documents by leveraging document similarities. Intuitively, if documents in the pool strictly follow the cluster hypothesis, the number of documents that need to be judged can be significantly reduced. The following properties are desirable for document similarity: 1) Given a query, the relevant documents should be more similar with each other than with the non-relevant documents; 2) Further, for ambiguous or multi-faceted queries, the documents that are relevant to the same subtopic(s) should be more similar. Note that, the boundary between different types of documents is emphasized in the aforementioned properties. In reality, though, experiments [2] indicate that the inter-document similarity is far from perfect for low-cost evaluation. One crucial reason for that is the loss of information in representing documents. No matter which low-cost evaluation methods are used, documents need to be firstly represented for all kinds of follow-up computations. For example, the bag-of-words representation with tf-idf weighting is widely used, but its assumption about the independence among terms leads to sparsity issues.

In this work, we investigate the agreement of documents in the pool with regard to the cluster hypothesis under different document representations, and better document representations are desirable to satisfy the aforementioned properties, ultimately in favor of the low-cost evaluation. To this end, we compare multiple document representations, including bag-of-words, latent semantic analysis [4], latent dirichlet allocation [5] and the recently proposed para2vec [6] methods on different benchmarks. In addition, inspired by the recent success of neural network based word embedding method [7] in capturing semantic similarity among terms, we try to utilize the term embedding in representing documents, transferring the powerful term similarity to the document level to mitigate the sparsity issues. Our contributions in this work are as follows: 1) to the best of our knowledge, this is the first work to investigate the connection between document representation and cluster hypothesis in the context of low-cost evaluation; 2) the recent word embedding [7] is introduced to expand the traditional bag-of-words representation to mitigate the sparsity, thereafter improving the agreement with regard to the cluster hypothesis.

2. DOCUMENT REPRESENTATIONS

In this section, we describe the representations considered in our comparison. Bag-of-words sparse vector with tf-idf weighting (Bow). Since the choice of words can in-
The bag-of-words vector representation is the default choice for bag-of-words models. Each document is represented as a sparse word vector, with components determined by tf-idf weighting. Since the term occurrences are assumed independent, their inter-relationship (e.g., synonymy) are neglected. The bag-of-word sparse vector expanded with similarity among term embeddings (Ebow). To mitigate the sparsity of Bow, we further encode the term embeddings from word2vec [7] by expanding the Bow with similarity among term vectors. Inspired by recent word2vec [7] method in capturing the semantic similarity among terms, we expand the sparse document vector by multiplying each document vector with the term similarity matrix, thus effectively performing a document expansion. Latent semantic analysis [4] (LSA) represents the documents into a latent topic space to overcome the sparsity in term space. In this paper, we show the results when 100 document dimensions are used. Latent Dirichlet Allocation [5] (LDA). Similar to LSA, LDA conducts the dimension reduction with a generative model, mapping documents into a low-dimensional space. The topic number in LDA is set to 7. Both aforementioned parameter settings are based on our preliminary experiments. Neural network based document vectorization [6] (Para2vec). The recently proposed para2vec method co-trains the document vector together with the word vectors, capturing word co-occurrence information. As a variant of the word2vec [7] method, Para2vec can be regarded as a neural network based method to encode the word embedding information from word2vec [7] into document representations, whereas document expansion is used in Ebow.

3. EVALUATION

In this section, we describe the benchmarks and the comparison results on Trec Web Track 1. 2011-2014, based on ClueWeb 09 & 12 datasets from Lemur project, with 200 queries and 64k labeled documents (qrel) for adhoc and diversity tasks. In adhoc task, all 200 queries and all documents from qrel are used. In diversity task, 145 queries annotated with more than one subtopic and documents that are relevant to at least one subtopic are used. In LSA, LDA and Para2vec, the document representation is computed separately for each query, given the size of the complete ClueWeb dataset. The results summarized in Table 1 are the average results among queries, with bold numbers indicating statistically significant improvements when compared against Bow. Intuitively, the comparisons among different document representations are in terms of their agreement degree to the desirable properties mentioned in the introduction, where cosine similarity is used. To measure this agreement, the following benchmarks are employed. Direct comparison of similarity value (TripleTest). To employ the document similarity in low-cost evaluation, the most important part is to distinguish document pairs that are both relevant to the query and those including one relevant and one non-relevant document. Thereby, we follow the document similarity benchmark used in [6]. In particular, for each query q, document triples \((d_1, d_2, d_4)\) are created from qrel, such that \(d_1\) and \(d_2\) are relevant to \(q\), or relevant to same subtopic(s), and \(d_4\) is non-relevant, or is relevant to different subtopics from \(d_1\) and \(d_2\). Similar to the metric used in [6], if \(d_1\) and \(d_2\) are more similar with each other than with \(d_4\), the document triple is regarded correct. Different methods are compared based on the aggregated ratio between the correct triples and the total triples among queries. Near-neighbor test (KnnTest). Introduced in [8], the ratio of relevant documents among the \(k\) closed neighbors for each relevant document are examined. In this work, we examine this relevant document ratio for different \(k\) at 5, 20.

Table 1 shows that the agreement is not good enough in terms of absolute value, e.g., on TripleTest, 0.6 indicates the boundary of relevant and non-relevant documents is blurred, and better representations are desirable to fulfill the low-cost evaluation task. Moreover, the results also indicate the introduction of word embedding to improve the document representation is non-trivial: Ebow improve Bow on TripleTest by 1.1% and 4.5% respectively, meanwhile Para2vec performs worse on adhoc task.
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