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ABSTRACT

Vast majority of digital images and video material stored to-
day can capture only a fraction of visual information visible
to the human eye and does not offer sufficient quality to fully
exploit capabilities of new display devices. High dynamic
range (HDR) image and video formats encode the full visi-
ble range of luminance and color gamut, thus offering ulti-
mate fidelity, limited only by the capabilities of the human eye
and not by any existing technology. In this paper we demon-
strate how existing image and video compression standards
can be extended to encode HDR content efficiently. This is
achieved by a custom color space for encoding HDR pixel
values that is derived from the visual performance data. We
also demonstrate how HDR image and video compression can
be designed so that it is backward compatible with existing
formats.

Index Terms— HDR, high dynamic range, video cod-
ing, MPEG, color space, backward-compatible coding, scene-
referred, output-referred

1. INTRODUCTION

Only a fraction of visual information visible to the human eye
is stored using common image and video compression for-
mats, such as MPEG or JPEG. Since these formats have been
originally designed for CRT displays, the quality they offer is
often not sufficient to fully exploit capabilities of new display
devices. While the latest displays offer contrast of 10,000:1
(dynamic contrast, in production, 2006) or even 50,000:1 (sin-
gle image contrast, prototypes, 2006) and brightness exceed-
ing 500 cd/m2 or 3,000 cd/m2 for prototypes, the digital
image and video content is still in the era of CRT displays
with the contrast of 1:200 and the maximum brightness of 100
cd/m2. The 8-bit coding of luminance (luma) values cannot
encode the full range of luminance that can be found in the
real world and seen by the human eye. This results in image
and video with clipped specular highlight, missing bright light
sources and flattened shadows. The latest wide-color-gamut
displays also cannot take full advantage of their capabilities
as the color spaces used for video and image coding store
only a portion of the visible color gamut. To fully benefit
from new display technologies and to improve compatibility

of digital content between different devices, video and image
formats need to be extended to encode higher dynamic range
and wider color gamut.

High dynamic range (HDR) image and video formats en-
code the full visible range of luminance and color gamut, thus
offering ultimate fidelity, limited only by the capabilities of
the human eye and not by any existing technology. In this pa-
per we outline the major benefits of HDR representation and
show how it differs from traditional encodings. In Section 3
we demonstrate how existing image and video compression
standards can be extended to encode HDR content efficiently.
This is achieved by a custom color space for encoding HDR
pixel values that is derived from the visual performance data.
In Section 4 we show how HDR image and video compres-
sion can be designed so that it is backward compatible with
the existing formats.

2. HDR IMAGE AND VIDEO COMPRESSION

In the following paragraphs we will explain how HDR image
and video representation differs from standard representations
found in the popular JPEG and MPEG formats.

Bit-depth and dynamic range. HDR images and video
can encode higher contrast (dynamic range). However, higher
bit-depth encoding does not necessary imply higher contrast.
Although numerous standard image and video formats offer
extended bit-depth encodings, such as 14-bit luma coding in
Fidelity Range Extensions (FRExt), part of ISO/IEC 14496-
10 Advanced Video Coding [1], these are intended to offer
higher precision (fidelity), but not necessary to encode higher
contrast. Therefore FRExt MPEG file can encode subtle lumi-
nance differences, mostly invisible to the human eye and be-
low the camera noise level, but due to the design of its transfer
functions and color spaces, the same high-end format cannot
encode many high-contrast real-world scenes containing very
bright as well as shaded parts. In contrast, HDR image and
video formats are designed to encode all luminance levels that
can be found in the real world, which may vary from as low as
10−5 cd/m2 which is roughly the luminance of a moonless
sky, to 1010 cd/m2, which exceeds the luminance of the sun.
HDR formats can usually store contrast 1 : 1015 or dynamic
range of 15 log

10
units, while standard formats usually do not

exceed the dynamic range of 3 log
10

units.



Output-referred and scene-referred encoding. Major-
ity of image and video formats are output-referred, which
means that their content describes what should be displayed
on an output-device rather than what was captured in the ac-
tual scene. An example of output-referred approach is the
sRGB color space, a de-facto standard for digital images, which
was designed to approximate the performance of a typical
CRT display. While an image encoded using the sRGB color
space is well specified in terms of a 100-cd/m2 display (max-
imum luminance of a typical CRT display), it is not clear how
the same image can be displayed on a 1000-cd/m2 display.
Output-referred formats suffer from compatibility issues and
require solving difficult gamut-mapping problems when the
same image is to be presented on devices of significantly dif-
ferent color gamut and maximum contrast. HDR formats are
scene-referred, which means that they encode colors of the
original scene, rather than their renderings on any particular
display. Therefore, HDR image always delivers enough infor-
mation for a display to render it optimally. A display device
is responsible for applying appropriate rendering algorithm
(so called tone-mapping) that would limit image contrast and
color gamut to its capabilities.

Code values and colorimetry. Standard images are rep-
resented using 8, 10 or 12-bit integer numbers, so called code
values. A triple of code values non-linearly relates to the ac-
tual colorimetric values of luminance and chrominance. This
relation, although crucial for the final appearance of images,
is often neglected when designing and optimizing compres-
sion algorithms. HDR images are originally represented as
a triple of floating point numbers that linearly relate to lumi-
nance and chrominance. Such precise colorimetric descrip-
tion gives better opportunities to facilitate visual perception
modeling and optimize imaging algorithms considering the
limitations of the human visual system.

Lightness and brightness. Standard images and video
operate in the domain of lightness, which is defined relative
to a reference white (usually the highest code value), while
HDR images better describe brightness, since they encode ab-
solute luminance values. Lightness is well defined for paper
prints, where the reference white is the brightest achievable
color. Reference white for a display in a dim room is dif-
ficult to determine and depends on a scene. This is because
the brightest colors on the display can be self-luminous (high-
lights, light sources), thus brighter than the reference white.
Therefore, the assumption that the largest code value (e.g. a
triple of 255) represents white is false for most modern dis-
plays. HDR formats are better suited for modern displays,
where the knowledge about desired brightness reproduction
is more important than the knowledge about image lightness.

Having outlined the major differences between standard
and high dynamic range image and video representations, we
will proceed with the description of a color space for efficient
encoding of HDR pixels.

3. COLOR SPACE FOR HDR PIXELS

Although the most natural representation of HDR images is
a triple of floating point numbers, floating point representa-
tion of pixel values does not lead to the best image or video
compression ratios and adds complexity to compression algo-
rithms. Moreover, since the existing image and video formats,
such as MPEG-4 or JPEG2000, can encode only integer num-
bers, HDR pixels must be represented as integers in order to
be encoded using these formats. Therefore, it is highly de-
sirable to convert HDR pixels from a triple of 32-bit floating
point values, to integer numbers. Such integer encoding of
luminance should take into account the limitations of the hu-
man visual perception and the fact that the eye can see only
limited numbers of luminance levels and colors. This section
gives an overview of the color space that can efficiently rep-
resent HDR pixel values using only integer numbers and the
minimal number of bits. More information on this color space
can be found in [2].

To offer the best trade-off between compression efficiency
and visual quality without imposing any assumptions on the
display technology, we propose that the color space used for
compression meets the following requirements:

1. The color space can encode the full color gamut and the
full range of luminance that is visible to the human eye.
This way the human eye, instead of the current imaging
technology, defines the limits of such encoding.

2. A unit distance in the color space correlates with the
Just Noticeable Difference (JND). This offers a nearly
uniform distribution of distortions across an image and
simplifies control over distortions for lossy compres-
sion algorithms.

3. Only positive integer values are used to encode lumi-
nance and color. Integer representation simplifies and
improves image and video compression.

4. A half-unit distance in the color space is below 1 JND.
If this condition is met, the quantization errors due to
rounding to integer numbers are not visible.

5. The correlation between color channels should be mini-
mal. If color channels are correlated, the same informa-
tion is encoded twice, which worsens the compression
performance.

6. There is a direct relation between the encoded integer
values and the photometrically calibrated XYZ color
values.

There are several color spaces that already meet some of the
above requirements, but there is no color space that accom-
modates them all. For example, the Euclidean distance in the
CIE L∗u∗v∗ color space correlates with the JND (Require-
ment 2), but this color space does not generalize to the full



range of visible luminance levels, ranging from scotopic light
levels, to very bright photopic conditions. Several perceptu-
ally uniform quantization strategies have been proposed [3,
4], including the grayscale standard display function from the
DICOM standard [5]. However, none of these take into ac-
count a broad dynamic range and diversified luminance con-
ditions imposed by Requirement 1.

To meet the requirements from 1 to 4, we derive a transfer
function for luminance encoding from the contrast detection
models, such as threshold versus intensity functions or con-
trast sensitivity functions (CSF). The transfer function con-
verts physical luminance given in cd/m2 into luma, a 12-bit
integer code value, suitable for image and video compression.
Since detailed derivation can be found in [2], we include be-
low only the final formula for luminance to luma conversion
(Requirement 6):

l(y) =







a · y if y < yl

b · yc + d if yl ≤ y < yh

e · log(y) + f if y ≥ yh

(1)

and for inverse conversion, from luma to luminance:

y(l) =







a′ · l if l < ll
b′(l + d′)c′

if ll ≤ l < lh
e′ · exp(f ′ · l) if l ≥ lh

(2)

The constants are given in the table below:

a = 17.554 e = 209.16 a′
= 0.056968 e′

= 32.994

b = 826.81 f = −731.28 b′
= 7.3014e − 30 f ′

= 0.0047811

c = 0.10013 yl = 5.6046 c′
= 9.9872 ll = 98.381

d = −884.17 yh = 10469 d′
= 884.17 lh = 1204.7
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Fig. 1. Functions mapping physical luminance y to encoded
luma values l. JND Encoding – perceptual encoding of lu-
minance; sRGB – nonlinearity (gamma correction) used for
the sRGB color space; logarithmic compression – logarithm
of luminance, rescaled to 12-bit integer range.

Function l(y) (Equation 1) is plotted in Figure 1 and la-
belled JND encoding. Note that both the formula and the
shape of the JND encoding is very similar to the nonlinearity

(gamma correction) used in the sRGB color space. Both JND
encoding and sRGB nonlinearity follow similar curve on the
plot, but the JND encoding is more conservative (a steeper
curve means that a luminance range is projected on a larger
number of discrete luma values thus lowering quantization er-
rors). However, the sRGB non-linearity results in a too steep
function for luminance above 100 cd/m2, which requires too
many bits to encode higher luminance values. Therefore the
proposed transfer function can be regarded as an extension
of gamma correction to HDR pixel values. The derived for-
mulas guarantee that the same difference of values l, regard-
less whether in bright or in dark region, approximately cor-
responds to the same visible difference. Neither luminance
nor the logarithm of luminance has this property, since the re-
sponse of the human visual system to luminance is complex
and non-linear. The values of l lay in the range from 0 to 4095
(12 bit integer) for the corresponding luminance values from
10−5 to 1010 cd/m2, which is the range of luminance that
the human eye can effectively see (although the values above
106 would mostly be useful for representing the luminance of
bright light sources).

Color is encoded in the proposed color space for HDR
pixels using CIE 1976 Uniform Chromacity Scales (UCS)
u′v′, which are multiplied by 410 to rescale the values to 8-bit
integer numbers. Unlike CIE u∗v∗, CIE u′v′ show almost no
correlation with luminance (Requirement 5) and are approxi-
mately perceptually uniform (Requirement 2).

The color space described in this section can be directly
used for many existing image and video compression formats,
such as JPEG-2000 and MPEG-4. Both these formats can en-
code luminance with 12 or more bits, which make them fully
capable of representing HDR pixel values. As a proof of con-
cept we extended an MPEG-4 compression algorithm to use
the proposed color space [6]. We demonstrate that HDR con-
tent can be played in real-time on an advanced HDR displays
or on standard displays after applying tone mapping. We can
also simulate perceptual effects that are normally only evoked
when observing scenes of large contrast and luminance range,
such as night vision, an optically accurate motion blur and vi-
sual glare. More information on the project can be found in
[6] and [7].

4. BACKWARD-COMPATIBLE HDR VIDEO
COMPRESSION

Since the standard low-dynamic range (LDR) file formats for
images and video, such as JPEG or MPEG, have become
widely adapted standards supported by almost all software
and hardware equipment dealing with digital imaging, it can-
not be expected that these formats will be immediately re-
placed with their HDR counterparts. To facilitate transition
from the traditional to HDR imaging, there is a need for back-
ward compatible HDR formats, that would be fully compat-
ible with existing LDR formats and at the same time would



support enhanced dynamic range and color gamut. Encod-
ing movies in an HDR format is specially attractive for DVD
distribution, where the original content, captured with high-
end cinematographic cameras, offers extended dynamic range
and wider color gamut. The proposed backward-compatible
compression algorithm encodes in a single video bit-stream
both output-referred content (after color-grading) intended for
LDR displays, as well as the original high-quality content,
suitable for a large range of display devices.
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Fig. 2. A data flow of the backward compatible HDR MPEG
encoding.

The complete data flow of the proposed backward com-
patible HDR video compression algorithm is shown in Fig-
ure 2. The encoder takes two sequences of HDR and LDR
frames as input. The LDR frames, intended for LDR de-
vices, usually contain a tone mapped or gamut mapped ver-
sion of the HDR frames. The LDR frames are compressed
using a standard MPEG encoder (see MPEG encode in Fig-
ure 2) to produce a backward compatible LDR stream. The
LDR frames are then decoded to obtain a distorted (due to
lossy compression) LDR sequence, which is later used as a
reference for the HDR frames (MPEG decode). Both the
LDR and HDR frames are then converted to compatible color
spaces, which minimize differences between LDR and HDR
colors. The reconstruction function (Find reconstruction
function) reduces the correlation between LDR and HDR pix-
els by giving the best prediction of HDR pixels based on the
values of LDR pixels. The residual frame is introduced to
store a difference between the original HDR values and the
values predicted by the reconstruction function. The recon-
struction function is selected to make the values of the resid-

ual frame as small as possible. To improve compression, in-
visible luminance and chrominance variations are removed
from the residual frame (Filter invisible noise). Such filter-
ing simulates the visual processing that is performed by the
retina to predict the contrast detection threshold at which the
eye does not see any differences. The contrast magnitudes
that are below this threshold are set to zero. Finally, the pixel
values of a residual frame are quantized (Quantize residual
frame) and compressed using a standard MPEG encoder into
a residual stream. Both the reconstruction function and the
quantization factors are compressed using lossless arithmetic
encoding and stored in an auxiliary stream.

This section is intended to give only an overview of the
compression algorithm. For details and results, the reader
should refer to [8] and to the project web page [9].

5. CONCLUSIONS
We argue that image and video compression standards should
encode the full range of luminance and color gamut visible
to the human eye, including the colors that cannot be dis-
played on typical displays. Such encoding makes the content
device independent and suitable for the future generations of
display devices. To achieve good compression ratio, we de-
rive a perceptually-motivated HDR color space, optimized for
the human visual performance. Such color space can be used
with existing image and video compression algorithms. To
minimize compatibility issues while offering smooth transi-
tion from traditional to HDR content, we propose a backward
compatible HDR video compression algorithm.
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