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Abstract

We investigate the problem to round a given $[0,1]$-valued matrix to a 0,1 matrix such that the rounding error with respect to $2 \times 2$ boxes is small. Such roundings yield good solutions for the digital halftoning problem as shown by Asano et al. (SODA 2002). We present a randomized algorithm computing roundings with expected error at most 0.5463 per box, improving the 0.75 non-constructive bound of Asano et al. Our algorithm is the first one solving this problem fast enough for practical application, namely in linear time.

Of a broader interest might be our rounding scheme, which is a modification of randomized rounding. Instead of independently rounding the variables, we impose a number of suitable dependencies. Thus by equipping the rounding process with some of the problem information, we reduce the rounding error significantly compared to independent randomized rounding, which leads to an expected error of 0.82944 per box. Finally, we give a characterization of realizable dependencies.
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1 Introduction

In this paper, we are concerned with rounding problems. In general form, these problems are of the following type: Given some numbers $x_1, \ldots, x_n$, one is looking for roundings
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$y_1, \ldots, y_n$ such that some given error measures are small. By rounding we always mean that $y_i = \lfloor x_i \rfloor$ or $y_i = \lceil x_i \rceil$. Since there are $2^n$ possibilities, such rounding problems are good candidates for hard problems. In fact, even several restricted versions like the discrepancy problem are known to be $NP$-hard. An example related to the problems regarded in this paper can be found in Asano, Matsui and Tokuyama [3, 4].

On the other hand, there are cases that can be solved optimally in polynomial time. Knuth [17] for example has shown that there exists a rounding such that the errors $|\sum_{i=1}^{k} (y_i - x_i)|$ and $|\sum_{i=1}^{k} (y_{\pi(i)} - x_{\pi(i)})|$ for a fixed permutation $\pi$ and all $1 \leq k \leq n$ are at most $\frac{n}{n+1}$. Such roundings can be obtained by computing a maximum flow in a network. A recent generalization [7] shows this bound for arbitrary totally unimodular rounding problems.

### 1.1 The Digital Halftoning Problem: A Matrix Rounding Problem

The rounding problem regarded in this paper is motivated by an application from image processing. The digital halftoning problem is to convert a continuous-tone intensity image (each pixel may have an arbitrary ‘color’ on the white-to-black scale) into a binary image (only black and white dots are allowed). An intensity image can be represented by a $[0,1]$-valued $m \times n$ matrix $A$. Each entry $a_{ij}$ corresponds to the brightness level of the pixel with coordinates $(i, j)$. Since many devices, e.g., laser printers, can only output white and black dots, we have to round $A$ towards a 0,1 matrix. Naturally, this has to be done in a way that the resulting image looks similar to the original one.

This notion of similarity is a crucial point. From the viewpoint of application, similarity is defined via the human visual system: A rounding is good, if an average human being can retrieve most of the original information from the rounded image. Using this ‘criterion’, several algorithms turned out to be useful: Floyd and Steinberg [11] proposed the error diffusion algorithm, that rounds the entries one by one and distributes the rounding error over neighboring not yet rounded entries. Lippel and Kurland [21] and Bayer [5] investigated the ordered dither algorithm, which partitions the image into fixed size submatrices and rounds each submatrix by comparing its entries with a threshold matrix of same size. One advantage of this approach is that it can be parallelized easily. Knuth [16] combined ideas of both approaches to get an algorithm called dot diffusion.

Though some work has been done in this direction, fewer understanding seems to be present on the theoretical side. In particular, a good mathematical formulation of similarity seems hard to find. Such a similarity measure is desirable for two reasons: Firstly, it allows to compare algorithms without extensive experimental testing. This is particularly interesting, since comparing different halftonings is a delicate issue. For example, it makes a huge difference whether the images are viewed on a computer screen or are printed on
a laser printer. Different printers can also give different impressions. Therefore, a more objective criterion would be very helpful. A second reason is that having a good criterion, one would have a clearer indication of how a digital halftoning algorithm should work. Thus developing good algorithms would be easier.

So far, the most widely accepted criterion for a good halftoning algorithm is that it has the ‘blue noise’ property (first detected by Ulichney [34], cf. also the surveys Ulichney [33] and Lau and Arce [19]). This refers not to a similarity measure comparing two images, but an analysis of how the algorithm performs on constant grey level areas. Thus, on the other hand, it gives no information on how changing intensities, in particular shapes, are reproduced. This work has been extended by Sullivan, Ray and Miller [32], who use a model based on the human visual system to compute good halftoning patterns for constant intensity areas.

Significant research has been done on “global” (regarding the whole image) similarity measures, see e.g. Lieberman and Allebach [20] and the references therein. However, in many cases the complexity of these measures makes a theoretical investigation almost impossible. Often even computing approximations efficiently is difficult.

On the international ACM/SIAM Symposium on Discrete Algorithms 2002, Asano et al. [2] presented a structurally much simpler similarity measure together with several theoretical results. Their experimental studies indicate that good digital halftonings have small error with respect to all $2 \times 2$ subregions. This yields the following problem.

1.2 Problem Statement and Results

Let $A \in \{0,1\}^{m \times n}$ denote our input matrix. The set $R_{ij} := \{(i,i+1) \times (j,j+1) = \{(i,j),(i+1,j),(i,j+1),(i+1,j+1)\}$ for some $i \leq m-1, j \leq n-1$, is called a $2 \times 2$ subregion (or box) in $[m] \times [n]$.\footnote{For an arbitrary number $r$ we denote by $[r]$ the set of positive integers not exceeding $r$.} Denote by $\mathcal{R}$ the set of all these boxes. We write $A_{R_{ij}}$ for the $2 \times 2$ matrix

\[
\begin{pmatrix}
  a_{i,j} & a_{i,j+1} \\
  a_{i+1,j} & a_{i+1,j+1}
\end{pmatrix}
\]

induced by $R_{ij}$. For any matrix $A$ put $\Sigma A := \sum_{i,j} a_{ij}$, the sum of all its entries.

For a matrix $B \in \{0,1\}^{m \times n}$ — which is a rounding of $A$ unless we have $a_{ij}, b_{ij} \in \mathbb{Z}$ and $a_{ij} \neq b_{ij}$ for some $i, j$ — we define the rounding error of $A$ with respect to $B$ by

\[
d_R(A,B) := \sum_{R \in \mathcal{R}} |\Sigma A_R - \Sigma B_R|.
\]

We usually omit the subscript $\mathcal{R}$ when there is no danger of confusion.

Asano et al. [2] exhibited that roundings $B$ such that $d(A,B)$ is small, yield good digital halftonings. They showed that for any $A$ an optimal rounding $B^*$ satisfies $d(A,B^*) \leq$
0.75|\mathcal{R}|. They also gave a polynomial time algorithm computing a rounding \( B \) such that 
\[ d(A, B) - d(A, B^*) \leq 0.5625|\mathcal{R}|. \] It is easy to see that there are matrices \( A \) such that all roundings (and in fact all integral matrices) \( B \) have 
\[ d(A, B) \geq 0.5|\mathcal{R}|. \]

A major drawback of the algorithm given in [2] is that it is not very practical, as it requires the solution of an integer linear program with totally unimodular constraint matrix. This leads to a run-time bound which is at least quadratic in the number \( nm \) of pixels. As pointed out in [2], this is too slow for a real world application.

In this paper, we present a randomized algorithm that runs in linear time. It may be implemented in parallel without problems. This divides the run-time by the number of processors available. The roundings computed by our algorithm have an expected error that exceeds the optimal one by at most 0.3125|\mathcal{R}| (instead of 0.5625|\mathcal{R}|). They also satisfy the absolute bound \( E(d(A, B)) \leq 0.5463|\mathcal{R}| \), beating the non-algorithmic bound of 0.75|\mathcal{R}| of [2].

The distribution of the rounding error resulting from this algorithm is highly concentrated around the expected value. The probability that the error exceeds the expected one by more than \( \varepsilon |\mathcal{R}| \) is bounded by \( \exp(-\Omega(\varepsilon^2 \sqrt{|\mathcal{R}|}) \). Our algorithm can also be derandomized. This yields a deterministic linear-time algorithm computing roundings with error guarantee at most the expected one of the randomized version.

For an experimental study of how well our algorithm performs in practice, we refer to Schnieder [25]. Some of these results are also contained in [9].

1.3 Non-independent Randomized Rounding

The key idea of our algorithm might also be of a broader interest. We develop a randomized rounding scheme where the individual roundings are not independent. The classical approach of randomized rounding due to Raghavan and Thompson [23] and Raghavan [22] is to round each variable independently with probability depending on the fractional part of its value. This allows to use Chernoff-type large deviation inequalities showing that a sum of independent random variables is highly concentrated around its expectation.

Randomized rounding has been applied to numerous combinatorial optimization problems that can be formulated as integer linear programs (cf. Srinivasan [28]). Though being very effective in the general case, a known difficulty with randomized rounding is how to use structural information about the underlying problem. Since only the solution of the linear relaxation is used, further information about the underlying problem cannot be exploited. One idea to overcome this is to use correlation among the events in the analysis of randomized rounding. This allows to strengthen the classical bounds for packing and covering problems as shown by Srinivasan [29].
In this paper, we try so use the structure in an earlier phase, namely in the design of the random experiment. This leads to randomized roundings where the variables are not rounded independently. There are few attempts to use non-independent roundings. A straight-forward one already appeared in the work of Raghavan and Thompson and is highly motivated by the structure of the problem. In many cases, the linear program under consideration contains constraints of the kind
\[ x_{i_1} + \cdots + x_{i_k} = 1. \]  
(1)

Typical examples are the vector selection problem (exactly one vector has to be chosen from each of the given sets, cf. Raghavan [22]) or multi-commodity flow problems (exactly one path has to be chosen from a non-integral mixture of paths adding up to the flow, cf. Raghavan and Thompson [23]). In these cases, the probability that an independent randomized rounding is feasible, i.e., that \( y_{i_1} + \cdots + y_{i_k} = 1 \) can be arbitrarily close to \( \frac{1}{\varepsilon} \).

If the number of equations of type (1) is large, this yields an exponentially small success probability.

The solution is to pick one of the variables \( x_{i_1}, \ldots, x_{i_k} \) with probability given by its value in the relaxation, set this variable to one and all others to zero. Thus the rounding is not done independently, but subject to the constraint that exactly one variable receives the value of one. A recent work of Srinivasan [30] extend this to constraints where sums of variables are required to have a particular value other than one.

Another paper on non-independent roundings is Bertsimas, Teo and Vohra [6]. They use dependent roundings to give alternative proofs of integrality for several classical polyhedra. They also use “global” dependencies imposing restrictions on the number of variables rounded up or down. For the integrality gap of MINSAT with clauses having at most \( k \) literals, this reduces the trivial upper bound of 2 to the sharp bound of \( 2(1 - 2^{-k}) \).

Looking at these results on dependent randomized rounding, we feel that the option to design the random experiment in a way that it reflects the structure of the underlying problem has not been exploited sufficiently. In this paper we try to move a step forward into this direction. We impose dependencies that are not necessary in the sense of feasibility, but helpful in minimizing our objective function \( d(A, B) \). For the rounding problem regarded in the present paper, this improves the bound of 0.82944 |\( \mathcal{R} \)| obtained by independent randomized rounding down to 0.5463 |\( \mathcal{R} \)|.

In addition to the randomized rounding condition for single variables, we impose dependencies of the type
\[ P \left( \sum_{i \in I_k} y_i = \left\lfloor \sum_{i \in I_k} x_i \right\rfloor + 1 \right) = \left\lfloor \sum_{i \in I_k} x_i \right\rfloor \]  
(2)

for some sets \( I_k \) (we write \( \{ r \} := r - |r| \) to denote the fractional part of \( r \)). Hence our roundings not only are randomized roundings concerning the single variables, but also with
respect to the sums $\sum_{i \in I_k} x_i$. By choosing suitable dependencies, we obtain the above mentioned result.

We also regard the question what dependencies can be realized. More formally, we ask how the sets $I_k$ have to be chosen, such that for all values of the input variables a randomized rounding satisfying (2) exists. Surprisingly, there is a simple characterization: Such roundings exist if and only if the hypergraph consisting of the sets $I_k$ is totally unimodular. Of course, with this characterization at hand, the search for suitable dependency sets is much easier.

2 Independent Randomized Rounding

For a number $x$ we write $\lfloor x \rfloor$ for the largest integer not exceeding $x$, $\lceil x \rceil$ for the smallest being not less than $x$, and $\{x\} := x - \lfloor x \rfloor$ for the fractional part of $x$. We say that some random variable $X$ is a randomized rounding of $x$ if $\Pr(X = \lfloor x \rfloor + 1) = \{x\}$ and $\Pr(X = \lfloor x \rfloor) = 1 - \{x\}$. In particular, if $x \in [0, 1]$, we have $\Pr(X = 1) = x$ and $\Pr(X = 0) = 1 - x$.

We first analyze what can be achieved with independent randomized rounding. We say that $B$ is an independent randomized rounding of $A$ if each entry $b_{ij}$ is a randomized rounding of $a_{ij}$ and all these roundings are mutually independent. Let us remark that we do not expect this to be a competitive approach for the digital halftoning problem. In fact, this idea was experimented with already in the fifties by Goodall [13] (see also Roberts [24]), and thus long before the seminal work of Raghavan and Thompson. At that time, this was known under the name thresholding with white noise or random dither.

We use the result below both to estimate the effect of adding dependencies to the rounding process and in the proofs of some of our later results. Note that the proof is different from typical randomized rounding applications: Since the boxes are small, using a large deviation bound makes no sense and one has to compute the expected error exactly.

**Theorem 1.** Let $A \in [0, 1]^{m \times n}$, $B$ an independent randomized rounding of $A$ and $B^*$ an optimal rounding of $A$ (that is, $d(A, B^*)$ is minimal among all roundings of $A$). Then

$$
E(d(A, B)) \leq 0.82944|\mathcal{R}|,
$$

$$
E(d(A, B)) \leq 0.75|\mathcal{R}| + d(A, B^*).
$$

**Proof.** By linearity of expectation, $E(d(A, B)) = \sum_{R \in \mathcal{R}} E(d(A_R, B_R)) = \sum_{R \in \mathcal{R}} E(|\Sigma A_R - \Sigma B_R|)$. Hence our analysis is reduced to the rounding problem of a single box $R$. The
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expected rounding error of a box \((a_1, a_2, a_3, a_4)\) is
\[
f(a_1, a_2, a_3, a_4) = \sum_{S \subseteq [4]} \prod_{i \in S} a_i \prod_{i \notin S} (1 - a_i) \left| S \right| - \sum_{i \in [4]} a_i.\]

Let \(a_1, \ldots, a_4 \in [0, 1]\) such that \(f(a_1, a_2, a_3, a_4)\) is maximal. Assume \(a_1 < a_2\). Let \(0 < \varepsilon \leq \frac{1}{2}(a_2 - a_1)\). Then
\[
f(a_1, a_2, a_3, a_4) < f(a_1 + \varepsilon, a_2 - \varepsilon, a_3, a_4) \tag{3}\]
is easily computed, contradicting the maximality of \(f(a_1, a_2, a_3, a_4)\). Hence \(a_1 = a_2\). We have \(f(a_1, a_2, a_3, a_4) = f(a_{\sigma(1)}, a_{\sigma(2)}, a_{\sigma(3)}, a_{\sigma(4)})\) for all \(a_1, \ldots, a_4 \in [0, 1]\) and all permutations \(\sigma \in S_4\). Thus we conclude that \(a_i = a_j\) for all \(i, j \in [4]\). Finally, we only need to check that \(\tilde{f} : [0, 1] \rightarrow \mathbb{R}; a \mapsto f(a, a, a)\) never exceeds 0.82944 = \(f(0.4)\). This is not hard to see as \(f\) is piecewise a polynomial of degree 5.

For an arbitrary number \(x\) denote by \(d(x, \mathbb{Z}) := \min \{x - \lfloor x \rfloor, \lfloor x \rfloor - x\}\) its distance to the integers. Obviously, \(\sum_{R \in \mathcal{R}} d(\Sigma A_R, \mathbb{Z})\) is a lower bound for the optimal error \(\min_B d(A, B^*)\). Analyzing \(\tilde{f} : [0, 1]^4 \rightarrow \mathbb{R}\) defined by \(\tilde{f}(a_1, a_2, a_3, a_4) = f(a_1, a_2, a_3, a_4) - d(a_1 + a_2 + a_3 + a_4, \mathbb{Z})\) in a similar manner as above yields that \(\tilde{f}\) is bounded from above by 0.75, and thus the second bound.

The two bounds of Theorem 1 are tight as shown by matrices with all entries 0.4 and 0.5 respectively.

3 Non-independent Randomized Rounding

In this section we improve the previous bounds by adding some dependencies to the rounding process. We start with an elementary approach called \textit{joint randomized rounding}, which reduces the chance that neighboring matrix entries are both rounded in the wrong way. This leads to a first improvement in Corollary 4. We then add further dependencies leading to our final bound.

3.1 Joint Randomized Rounding

\textbf{Definition 2 (Joint Randomized Rounding).} Let \(a_1, a_2 \in [0, 1]\). We say that \((b_1, b_2)\) is a joint randomized rounding of \((a_1, a_2)\) if

(i) for all \(i \in [2]\), \(b_i\) is a randomized rounding of \(a_i\);
(ii) $b_1 + b_2$ is a randomized rounding of $a_1 + a_2$.

It is clear that joint randomized roundings exist for all $a_1, a_2 \in [0, 1]$: Define $(b_1, b_2)$ through

$$\begin{align*}
\Pr(b_1 = 1 \land b_2 = 0) &= a_1, \\
\Pr(b_1 = 0 \land b_2 = 1) &= a_2, \\
\Pr(b_1 = 0 \land b_2 = 0) &= 1 - a_1 - a_2
\end{align*}$$

in the case $a_1 + a_2 \leq 1$, and

$$\begin{align*}
\Pr(b_1 = 1 \land b_2 = 0) &= 1 - a_2, \\
\Pr(b_1 = 0 \land b_2 = 1) &= 1 - a_1, \\
\Pr(b_1 = 1 \land b_2 = 1) &= a_1 + a_2 - 1
\end{align*}$$

in the case $a_1 + a_2 > 1$. The next lemma shows that two joint randomized roundings are superior to four independent randomized roundings in terms of the rounding error.

**Lemma 3.** Let $A = (a_{11}, a_{12}, a_{21}, a_{22})$ be a box. Let $(b_{11}, b_{12})$ be a joint randomized rounding of $(a_{11}, a_{12})$, and $(b_{21}, b_{22})$ one of $(a_{21}, a_{22})$ independent of the first. Put $B = (b_{11}, b_{12}, b_{21}, b_{22})$. Let $B^*$ an optimal rounding of $A$. Then

$$\begin{align*}
E(d(A, B)) &\leq \frac{16}{27} \leq 0.5926, \\
E(d(A, B)) &\leq 0.5 + d(A, B^*).
\end{align*}$$

**Proof.** $b_{11} + b_{12}$ is a randomized rounding of $a_{11} + a_{12}$, and the same holds for the second row. Hence all we have to do is to bound the expected deviation of a sum of two independent randomized roundings from the sum of the original values. We show that $g : [0, 1]^2 \to \mathbb{R}$ defined by

$$g(x, y) := xy(2 - x - y) + (x(1 - y) + (1 - x)y)|1 - x - y| + (1 - x)(1 - y)(x + y)$$

never exceeds 0.5926. As in the proof of Theorem 1 we find that $g(x, y)$ is maximal for $x = y$. Maximizing $x \mapsto g(x, x)$ is straightforward and yields maxima at $(\frac{1}{3}, \frac{1}{3})$ and $(\frac{2}{3}, \frac{2}{3})$, both having objective value $\frac{16}{27} \leq 0.5926$. The second bound follows from maximizing $\tilde{g}$ defined by $\tilde{g}(x, y) := g(x, y) - d(x + y, \mathbb{Z})$. \qed

The bounds in Lemma 3 are sharp as shown by matrices having $a_{11} + a_{12} = a_{21} + a_{22} = \frac{1}{3}$ and $a_{11} + a_{12} = a_{21} + a_{22} = \frac{1}{2}$ respectively. Plastering the grid with independent joint randomized roundings already yields a first improvement over independent randomized rounding:
Corollary 4. Let $A \in [0,1]^{m \times n}$. Compute $B \in \{0,1\}^{m \times n}$ by independently obtaining $(b_{i,j-1}, b_{i,j})$ from $(a_{i,j-1}, a_{i,j})$ by joint randomized rounding for all $i \in [m], j \in [\frac{n}{2}]$, and also independently obtaining $b_{in}$ from $a_{in}, i \in [m]$, by usual randomized rounding, if $n$ is odd. Then

$$E(d(A, B)) \leq 0.7111|R|,$$

$$E(d(A, B)) \leq 0.625|R| + d(A, B^*),$$

where $B^*$ shall be an optimal rounding of $A$.

Proof. At least half of the boxes, namely all $R_{ij}$ such that $j$ is odd, are rounded in the manner of Lemma 3. The remaining ones contain four independent randomized roundings. Thus

$$E(d(A, B)) \leq \frac{1}{2}0.5|R| + \frac{1}{2}0.82944|R| \leq 0.7111|R|,$$

$$E(d(A, B)) - d(A, B^*) \leq \frac{1}{2}0.5|R| + \frac{1}{2}0.75|R| \leq 0.625|R|$$

by Theorem 1 and Lemma 3. □

3.2 Block Randomized Rounding

Definition 5 (Block Randomized Rounding). Let $A = (a_{11}, a_{12}, a_{21}, a_{22})$ be a box. We call $B = (b_{11}, b_{12}, b_{21}, b_{22})$ a block randomized rounding of $A$ if

(i) each single entry of $B$ is a randomized rounding of the corresponding one of $A$, i.e.,

$$\Pr(b_{ij} = 1) = a_{ij} \text{ and } \Pr(b_{ij} = 0) = 1 - a_{ij} \text{ for all } i, j \in [2];$$

(ii) each pair of neighboring entries has the distribution of the corresponding joint randomized rounding, i.e., in addition to (i) we have for all $(i, j), (i', j') \in [2] \times [2]$ such that either $i \neq i'$ or $j \neq j'$,

$$\Pr(b_{ij} + b_{i'j'} = [a_{ij} + a_{i'j'}] + 1) = \{a_{ij} + a_{i'j'}\}$$

$$\Pr(b_{ij} + b_{i'j'} = [a_{ij} + a_{i'j'}]) = 1 - \{a_{ij} + a_{i'j'}\};$$

(iii) the box in total behaves like a randomized rounding, i.e., we have

$$\Pr(\Sigma B = |\Sigma A| + 1) = \{\Sigma A\}$$

$$\Pr(\Sigma B = |\Sigma A|) = 1 - \{\Sigma A\}.$$  

Lemma 6. Let $B$ be a block randomized rounding of a $2 \times 2$ matrix $A$ and $B^*$ an optimal rounding of $A$. Then

$$E(d(A, B)) \leq 0.5,$$

$$E(d(A, B)) \leq 0.125 + d(A, B^*).$$
Proof. Direct consequence of item (iii) of the definition.

Both bounds are sharp as demonstrated by matrices $A$ such that $\{\sum A\} = \frac{1}{2}$ and $\{\sum A\} = \frac{1}{4}$, respectively. The interesting point is that block randomized rounding always exist. In fact, even more complicated roundings exists, as shown by the following definition and lemma.

Definition 7 (Continuous Block Randomized Rounding). Let $A \in [0,1]^{m \times n}$. We say that $B$ is a continuous block randomized rounding of $A$ if

(i) for all $i \in \left[\frac{m}{2}\right], j \in [n - 1]$, $R := \{2i - 1, 2i\} \times \{j, j + 1\}, B_{R}$ is a block randomized rounding of $A_{R}$;

(ii) if $m$ is odd, then for all $j \in [n - 1]$, $(b_{m,j}, b_{m,j+1})$ is a joint randomized rounding of $(a_{m,j}, a_{n,j+1})$ as in Definition 2;

(iii) $b_{i,j}$ is mutually independent of all $b_{i',j'}$ such that $[i/2] \neq [i'/2]$.

Lemma 8. For any $A \in [0,1]^{m \times n}$, a continuous block randomized rounding $B$ of $A$ exists and can be computed in linear time.

Proof. We may assume that $m$ is even: If not, add an extra row to $A$ with all entries zero, compute $B$ as continuous block randomized rounding of this matrix and note that $B$ without the last row — which will be all zero — is a continuous block randomized rounding of $A$.

We propose the following randomized algorithm:

**Input:** $A = (a_{i,j}) \in [0,1]^{m \times n}$.

**Output:** $B = (b_{i,j}) \in \{0,1\}^{m \times n}$, a continuous block randomized rounding of $A$.

For all odd $i \in [m]$ do {
  
  Compute $(b_{i,1}, b_{i+1,1})$ as a joint randomized rounding of $(a_{i,1}, a_{i+1,1})$.

  For all $j \in [n - 1]$ use the fact that $(b_{i,j}, b_{i+1,j})$ is a joint randomized rounding of $(a_{i,j}, a_{i+1,j})$ to compute $(b_{i,j+1}, b_{i+1,j+1})$ such that $B_{R_{i,j}}$ is a block randomized rounding of $A_{R_{i,j}}$.
}

Clearly, the algorithm is correct if the roundings can be computed efficiently in the inner loop. To simplify notation, we assume $i = 1$ and $j = 1$. Let $a_{11}, a_{12}, a_{21}, a_{22} \in [0,1]$. Assume that $(b_{11}, b_{21})$ is a joint randomized rounding of $(a_{11}, a_{21})$. In the remainder of this proof we show that there is a rounding $(b_{12}, b_{22})$ of $(a_{12}, a_{22})$ such that $(b_{11}, b_{12}, b_{21}, b_{22})$ is a block randomized rounding of $(a_{11}, a_{12}, a_{21}, a_{22})$.

Put $s := a_{11} + a_{12} + a_{21} + a_{22}$. We first show that it is enough to consider the case $s \leq 2$. Assume $s > 2$. Let $a_{ij}' := 1 - a_{ij}$ for all $i, j \in [2]$ as well as $b_{11}' = 1 - b_{11}$ and $b_{21}' = 1 - b_{21}$.
Then $a_{11} + a_{12} + a_{21} + a_{22} < 2$ and $(b_{11}, b_{21})$ is a joint randomized rounding of $(a_{11}, a_{21})$. Let $(b_{12}, b_{22})$ be such that $(b_{11}, b_{12}, b_{21}, b_{22})$ is a block randomized rounding of the corresponding $a'$ values. Put $b_{12} := 1 - b_{12}$ and $b_{22} := 1 - b_{22}$. Now $(b_{11}, b_{12}, b_{21}, b_{22})$ is easily shown to be a block randomized rounding of $(a_{11}, a_{12}, a_{21}, a_{22})$.

Hence from now on let $s \leq 2$. We distinguish a number of cases:

**Case 1:** $s \leq 1$. If $b_{11} = 1$ or $b_{21} = 1$, then put $b_{12} := 0$ and $b_{22} = 0$. Otherwise choose $b_{12}$ and $b_{22}$ with probabilities

\[
\begin{align*}
\Pr(b_{12} = 1 \land b_{22} = 0) &= a_{12}/(1 - a_{11} - a_{21}) \\
\Pr(b_{12} = 0 \land b_{22} = 1) &= a_{22}/(1 - a_{11} - a_{21}) \\
\Pr(b_{12} = 0 \land b_{22} = 0) &= 1 - (a_{12} + a_{22})/(1 - a_{11} - a_{21}).
\end{align*}
\]

We compute that $(b_{11}, b_{12}, b_{21}, b_{22})$ is a block randomized rounding. Note that the ‘otherwise’ case occurs only if $b_{11} + b_{21} = 0$. Since $(b_{11}, b_{21})$ is a joint randomized rounding of $(a_{11}, a_{21})$, this happens with probability $1 - a_{11} - a_{21}$. Hence the probability that $b_{12}$ becomes 1 is this probability of $1 - a_{11} - a_{21}$ times the probability that $b_{22}$ becomes 1 in the ‘otherwise’-case, which is $a_{12}/(1 - a_{11} - a_{21})$. Hence $Pr(b_{12} = 1) = a_{12}$ as required. Similarly, the remaining probabilities are proven to be correct.

**Case 2:** $1 < s \leq 2$ and $a_{ij} + a_{i'j'} \leq 1$ for all $i, i', j, j' \in [2]$ such that either $i = i'$ or $j = j'$. We compute $b_{12}$ and $b_{22}$ according to the rule

\[
\begin{array}{ll}
\text{If } b_{11} + b_{21} = 0 & \text{then put } b_{12} := 1 \text{ with probability } \frac{a_{12}}{(a_{12} + a_{22})}, \\
\text{else if } b_{11} = 1 & \text{then } b_{12} := 0; \text{ put } b_{22} := 1 \text{ with probability } \frac{a_{22}(s-1)}{(a_{12} + a_{22})a_{21}}; \\
\text{else if } b_{21} = 1 & \text{then } b_{22} := 0; \text{ put } b_{12} := 1 \text{ with probability } \frac{a_{12}(s-1)}{(a_{12} + a_{22})a_{21}}.
\end{array}
\]

Using the fact that $(b_{11}, b_{21})$ is a joint randomized rounding of $(a_{11}, a_{21})$ we compute exemplary

\[
\begin{align*}
\Pr(b_{12} + b_{22} = 1) &= \Pr(b_{11} + b_{21} = 0) + \Pr(b_{11} = 1) \Pr(b_{22} = 1 \mid b_{11} = 1) \\
&\quad + \Pr(b_{21} = 1) \Pr(b_{22} = 1 \mid b_{21} = 1) \\
&= (1 - a_{11} - a_{21}) + a_{11} \cdot \frac{a_{22}(s-1)}{(a_{12} + a_{22})a_{21}} + a_{21} \cdot \frac{a_{12}(s-1)}{(a_{12} + a_{22})a_{21}} \\
&= a_{12} + a_{22}.
\end{align*}
\]

**Remaining cases.** Let us call $e = (i, j, i', j') \in [2]^4$ an edge if either $i = i'$ or $j = j'$. We call $e$ heavy, if $a_{ij} + a_{i'j'} > 1$ holds. Exploiting symmetry, we continue this case distinction

\[\text{We use the phrase “put } y := 1 \text{ with probability } p' \text{ to describe these actions: Generate a number } r \in [0, 1] \text{ uniformly at random. If } r \leq p, \text{ put } y := 1, \text{ else put } y := 0.\]
treating separately three cases such that there is one heavy edge, as well as two cases such that there are two (intersecting) heavy edges. Neither of these cases is particularly difficult. In fact, the conditional probabilities arising are uniquely determined, hence working them out is an easy exercise. 

Unfortunately, we could not find any more concise way of computing these roundings. But this is more or less an aesthetic problem: Concerning computing times, a distinction into many simple cases is rather preferable. Assuming the remaining cases proven, we have given a linear time algorithm computing continuous block randomized roundings.

We shall first analyze the error of continuous block randomized roundings and then turn to the computational aspects of this approach. We use the following variant of the Chernoff inequality, which can be derived for example from Appendix A of Alon and Spencer [1].

**Lemma 9.** Let $X_1, \ldots, X_r$ be mutually independent random variables such that each two values of a fixed $X_i$ differ by no more than $d$. Let $X = \sum_{i=1}^r X_i$. Then

$$\Pr(X > E(X) + \varepsilon) < \exp(-2\varepsilon^2/(d^2r))$$

holds for all $\varepsilon \geq 0$.

**Theorem 10.** Let $B$ be a continuous block randomized rounding of $A \in [0,1]^{m \times n}$. Then

(i) The expected rounding error satisfies $E(d(A, B)) \leq 0.5463 |\mathcal{R}|$.

(ii) If $B^* \geq 0$ is an optimal rounding, then $E(d(A, B)) - d(A, B^*) \leq 0.3125 |\mathcal{R}|$.

(iii) For all $\varepsilon > 0$, $\Pr \left( d(A, B) > E(d(A, B)) + \varepsilon |\mathcal{R}| \right) < 3 \exp(-\frac{1}{6} \varepsilon^2 (m - 3))$.

**Proof.** At least a half of all boxes (those $R_{ij}$ where $i$ is odd) are block randomized roundings. The remaining boxes contain two independent joint randomized roundings. Thus Lemma 3 and 6 yield the bounds (i) and (ii):

$$E(d(A, B)) \leq \frac{1}{2} \cdot \frac{10}{27} |\mathcal{R}| + \frac{1}{2} \cdot \frac{1}{2} |\mathcal{R}| = \frac{59}{108} |\mathcal{R}|$$

$$E(d(A, B)) - d(A, B^*) \leq \frac{1}{2} \cdot \frac{1}{2} |\mathcal{R}| + \frac{1}{2} \cdot \frac{1}{8} |\mathcal{R}| = \frac{5}{16} |\mathcal{R}|.$$

To prove the large deviation bound, let $X_i = \sum_{i=1}^{n-1} d(A_{R_{ij}}, B_{R_{ij}})$ for $i \in [m - 1]$. Then $X_i$ is a non-negative random variable bounded by $X_i \leq 2(n - 1)$. Note that $X_i$ is mutually independent of all $X_i$ such that $|i - i'| \geq 3$. For $k \in [3]$ let $I_k = \{i \in [m-1] | i \equiv k \text{ (mod 3)} \}$ and $Y_k = \sum_{i \in I_k} X_i$. From Lemma 9 we conclude

$$\Pr(d(A, B) > E(d(A, B)) + \varepsilon (n - 1)(m - 1))$$

$$\leq \Pr(\exists k \in [3]: Y_k > E(Y_k) + \varepsilon (n - 1)(I_k))$$

$$< \sum_{k \in [3]} \exp\left(\frac{-2\varepsilon^2 (n - 1)(I_k)^2}{4(n - 1)^2 |I_k|} \right)$$

$$\leq 3 \exp\left(-\frac{1}{6} \varepsilon^2 (m - 3)\right).$$
In the proof we estimated the rounding error by the worst case rounding errors for the two cases of joint and block randomized rounding. Both worst cases cannot occur simultaneously in all corresponding 2 × 2 boxes. We do not lose a lot, however. In his diploma thesis [25], Schnieder shows that for the matrix $A$ with all entries $\frac{1}{6} \approx 0.1396$, a continuous block randomized rounding $B$ satisfies $E(d(A, B)) = \frac{3\sqrt{15}}{2\sqrt{2}} \cdot |R| \approx 0.536708|R|$. In fact, this is asymptotically the worst case, as a tedious analysis reveals.

For the same reason, the relative bound is not sharp. Again the loss is not too large: Let $A$ be such that $a_{ij} = 0.4$, if $i \equiv 1, 2 \pmod{4}$, and $a_{ij} = 0.6$, if $i \equiv 3, 4 \pmod{4}$. Then $E(d(A, B)) = 0.3|R| + d(A, B')$, where $B'$ is an optimal rounding of $A$.

The large deviation bound (iii) displays one disadvantage of non-independent randomized rounding. Due to the dependencies, the rounding error cannot be written as sum of $\Omega(|R|)$ independent random variables. One might think that this problem could be overcome by replacing the Chernoff bound by martingale inequalities. The following example shows that the problem of the errors $d(A_{R_{ij}}, B_{R_{ij}})$ not being independent is ‘real’:

Let $A \in \{0, \frac{1}{2}\}^{4 \times n}$ such that $a_{ij} = 0$ if and only if $i \in \{2, 3\}$ and $j$ is even. Let $B$ be a continuous block randomized rounding of $A$. Then $B$ is completely determined by $b_{11}$ and $b_{41}$. In particular, we have $d(A, B) = \frac{2}{3}|R|$, if $b_{11} = b_{41}$, and $d(A, B) = \frac{1}{3}|R|$, if $b_{11} \neq b_{41}$. Note that both events occur with probability $\frac{1}{2}$ each.

### 3.3 Algorithmic Properties of Continuous Block Randomized Rounding

Computing matrix roundings with the randomized approach above has some noteworthy advantages.

First of all, it is fast. Computing $(b_{i,j+1}, b_{i+1,j+1})$ in Lemma 8 takes constant time. Therefore the whole matrix rounding can be done in linear time. The problem of computing time can be further addressed with parallel computing (and this is actually an issue when discussing digital halftoning algorithms). Since the roundings of the $2 \times n$ double-rows are independent, it is no problem to assign them to different processors. From the viewpoint of application to digital halftoning, these points are crucial improvements over the algorithm of [2], that roughly has quadratic time complexity (ignoring a polylogarithmic factor). As stated in [2], this is too slow for high-resolution images.

Our algorithm can be derandomized with the method of conditional probabilities. Since the arising conditional probabilities can be computed efficiently, we do not need pessimistic estimators. The computation of the conditional probabilities can be arranged in a way that
the resulting algorithm has linear time complexity. We refer to Srivastav [31] for a recent survey on derandomization issues.

Another advantage is diversity. Suppose that we do not want to find a good rounding with respect to the $2 \times 2$ boxes, but with respect to $3 \times 3$ boxes (or with respect to both). We currently have no hint whether the error with respect to these sets is a better measure for the visual quality of the resulting digital halftoning, but it seems plausible to try this experimentally. Hence we need an algorithm computing such roundings.

The algorithm of Asano et al. seems not to work very well for this problem. The roundings computed by their algorithm may have error up to $(1.5 - 9\varepsilon)|\mathcal{R}|$ with respect to the $3 \times 3$ boxes. This is shown by a matrix $A$ with entries $\frac{1}{6} - \varepsilon$ only, which may be rounded to the all-zero matrix. We are also pessimistic that their approach in general can be extended to $3 \times 3$ boxes or other larger structures.

Contrary to these difficulties, non-independent rounding does very well: We may even use a similar rounding as before: Assuming $m, n$ even for simplicity, compute $B$ from $A$ by letting $B_{R_{i,j}}$ be a block randomized rounding of $A_{R_{i,j}}$ independently for all odd $i \in [m-1]$ and odd $j \in [n-1]$. We call such an $A$ an independent block randomized rounding. Now each $3 \times 3$ box contains exactly one block randomized rounding, two joint randomized roundings and one single randomized rounding. Since the four values of the block randomized rounding in total behave like a single randomized rounding, and so do the two values of each joint randomized rounding, the expected error of a $3 \times 3$ box is just given by Theorem 1. We have

**Theorem 11.** *With respect to the family $\mathcal{R}_3$ of $3 \times 3$ boxes, an independent block randomized rounding $B$ of $A$ has expected error $d_{\mathcal{R}_3}(A, B) \leq 0.82944 |\mathcal{R}_3|$.\*

We presented Theorem 11 to demonstrate how easily the ideas of this section can be applied to other rounding problems as well. There are different non-independent randomized roundings achieving slightly better bounds. The reader is encouraged to try to find some on his own. The following characterization might be helpful for this purpose.

## 4 Proof of the Characterization

In this section we put the results presented before into a more general framework and prove the characterization proposed in the introduction. As should be clear by now, we are looking for randomized roundings that are also ‘good’ with respect to some sets (i.e. sums) of variables. It is convenient to describe such structures through hypergraphs: A hypergraph is a pair $\mathcal{H} = (V, \mathcal{E})$, such that $V$ is a finite set and $\mathcal{E} \subseteq 2^V$. The elements of $V$ are called *vertices*, those of $\mathcal{E}$ *hyperedges* or *edges* for short. In our setting, $V$ will always be some
index set the for the variables and $\mathcal{E}$ contains those sets of variables where we want our roundings to be ‘good’ on.

**Definition 12.** Let $\mathcal{H} = (I, \mathcal{E})$ be a hypergraph. Let $x_i \in \mathbb{R}$ for $i \in I$. Let $y_i, i \in I$, be random variables. For $E \subseteq I$ put $x_E := \sum_{i \in E} x_i$ and $y_E := \sum_{i \in E} y_i$. We call $y_E$ a randomized rounding of $x_E$, if

$$\Pr(y_E = |x_E| + 1) = \{x_E\}$$

$$\Pr(y_E = |x_E|) = 1 - \{x_E\}$$

holds. We say that $(y_i)_{i \in I}$ is a randomized rounding of $(x_i)_{i \in I}$ with respect to the dependency hypergraph $\mathcal{H}$ (or a randomized $\mathcal{H}$-rounding) if $y_E$ is a randomized rounding of $x_E$ for all $E \in \mathcal{E}$ and $y_i$ is a randomized rounding of $x_i$ for all $i \in I$.

In this language, continuous block randomized roundings are randomized roundings with respect to the hypergraph $\mathcal{H} = ([m] \times [n], \mathcal{E})$ and

$$\mathcal{E} = \{R_{ij} \mid i \in [m - 1] \text{ odd}, j \in [n - 1]\}$$

$$\cup \{\{(i, j), (i, j + 1)\} \mid i \in [m], j \in [n - 1]\}$$

$$\cup \{\{(i, j), (i + 1, j)\} \mid i \in [m - 1] \text{ odd}, j \in [n]\}.$$

A hypergraph is said to be totally unimodular if its incidence matrix is totally unimodular. Recall that a matrix is totally unimodular if each square submatrix has determinant $-1, 0$ or $1$. There is a rather complicated recursive characterization for totally unimodular matrices and hypergraphs due to Seymour [26, 27]. For our purposes, an easier, though fundamental, result is sufficient:

**Theorem 13 (Ghouila-Houri [12]).** A hypergraph $\mathcal{H} = (V, \mathcal{E})$ is totally unimodular if and only if for each subset $V_0$ of vertices there is a partition $V_1 \cup V_2 = V_0$ such that any hyperedge $E$ satisfies $|E \cap V_1| - |E \cap V_2| \leq 1$.

Let us give some intuition to this result. For $V_0 \subseteq V$, $\mathcal{H}|_{V_0} = (V_0, \{E \cap V_0 \mid E \in \mathcal{E}\})$ is an induced subhypergraph of $\mathcal{H}$. We call a hypergraph $\mathcal{H} = (V, \mathcal{E})$ perfectly balanced, if there is a partition $V_1 \cup V_2 = V$ of its vertex set such that $|E \cap V_1| - |E \cap V_2| \leq 1$ holds for all $E \in \mathcal{E}$, i.e., apart from single vertices of odd cardinality hyperedges each hyperedge contains the same number of vertices in $V_1$ and $V_2$. In this language, the Ghouila-Houri theorem states that $\mathcal{H}$ is totally unimodular if and only if each induced subhypergraph is perfectly balanced. Both from the definition and (easier) from Ghouila-Houri’s characterization one can deduce that $\mathcal{H}$ is totally unimodular if and only if $(V, \mathcal{E} \cup \{\{v\} \mid v \in V\})$ is totally unimodular. A second result we use is the well-known theorem of Hoffman and Kruskal:

**Theorem 14 (Hoffman, Kruskal [14]).** Let $A \in \mathbb{R}^{m \times n}$ be a totally unimodular matrix. Let $b, b' \in \mathbb{Z}^m$ and $c, c' \in \mathbb{Z}^n$. Then

$$\{x \in \mathbb{R}^n \mid b \leq Ax \leq b', c \leq x \leq c'\}$$

is an integral polyhedron.
Hoffman and Kruskal also showed a converse result: An integral matrix $A$ is totally unimodular if the polyhedron $\{x \in \mathbb{R}^n \mid x \geq 0, Ax \leq b\}$ is integral for all $b \in \mathbb{Z}^m$. But we shall not need that much understanding of integral polyhedra. Basically, it suffices to know the above theorem and the fact that any bounded polyhedron is the convex hull of its extremal points. Thus for any $x \in P$ there are $k \leq n + 1$, $w^{(1)}, \ldots, w^{(k)} \in \text{ex}(P)$, $\lambda_1, \ldots, \lambda_k \in [0, 1]$ such that $\sum_{\ell \in [k]} \lambda_{\ell} = 1$ and $x = \sum_{\ell \in [k]} \lambda_{\ell} w^{(\ell)}$. This is the well-known Carathéodory theorem (see Eckhoff [10] for a survey).

**Theorem 15.** Let $\mathcal{H} = (I, E)$ be a hypergraph. The following two properties are equivalent:

(i) For all $(x_i)_{i \in I}$ there is a randomized $\mathcal{H}$-rounding $(y_i)_{i \in I}$.

(ii) $\mathcal{H}$ is totally unimodular.

**Proof.** Since the vertex set of $\mathcal{H}$ is not relevant, we may conveniently assume that $I = [n]$. Let $\mathcal{H}$ be totally unimodular and $x_1, \ldots, x_n \in \mathbb{R}$. Without loss of generality (cf. the remark following Theorem 13), we may assume that $\{j\} \in E$ for all $j \in [n]$. Let $A$ be an incidence matrix of $\mathcal{H}$, i.e., fix an enumeration $E = \{E_1, \ldots, E_m\}$ of the hyperedges and define $A = (a_{ij})$ by $a_{ij} = 1$, if $j \in E_i$, and $a_{ij} = 0$ otherwise. Put $P = \{w \in \mathbb{R}^n \mid |Ax| \leq Aw \leq \lceil Ax \rceil\}$. By definition, $x \in P$. Since the $n \times n$ identity matrix is a submatrix of $A$, $P$ is bounded.

Thus, $x$ is a convex combination of the extremal point of $P$: There are $w^{(1)}, \ldots, w^{(k)} \in \text{ex}(P)$, $\lambda_1, \ldots, \lambda_k \in [0, 1]$ such that $\sum_{\ell \in [k]} \lambda_{\ell} = 1$ and $x = \sum_{\ell \in [k]} \lambda_{\ell} w^{(\ell)}$. By the theorem of Hoffman and Kruskal, all $w^{(\ell)}$ are integral, and in our case we even have $w^{(\ell)} \in \{[x_j], [x_j]\}$. Define the random variables $y_1, \ldots, y_n$ by putting $y = w^{(\ell)}$ with probability $\lambda_{\ell}$.

We compute that $y_1, \ldots, y_n$ is a randomized rounding of $x_1, \ldots, x_n$ with respect to $\mathcal{H}$: Let $E = E_i \in E$. If $x_E$ is integral, then $(Aw^{(\ell)})_i = x_E$ for all $\ell \in [k]$ by definition of $P$. Hence $y_E = (Ay)_i$ trivially is a randomized rounding of $x_E$. Assume that $x_E$ is non-integral. We have $x_E = \sum_{\ell \in [k]} \lambda_{\ell} (Aw^{(\ell)})_i$. Put $L_E^+ = \{\ell \in [k] \mid (Aw^{(\ell)})_i = [x_E]\}$. Since $(Aw^{(\ell)})_i \in \{[x_j], [x_j]\}$ for all $\ell \in [k]$, we conclude that $x_E = \sum_{\ell \in L_E^+} \lambda_{\ell}$. Thus $Pr(y_E = [x_E]) = \sum_{\ell \in L_E^+} \lambda_{\ell} = \{x_E\}$. As $y_E$ takes only the two values $[x_E]$ and $[x_E]$, we also have $Pr(y_E = [x_E]) = 1 - \{x_E\}$. This shows that $y_1, \ldots, y_n$ is a randomized $\mathcal{H}$-rounding of $x_1, \ldots, x_n$.

Now assume that $\mathcal{H}$ is not totally unimodular. By the theorem of Ghouila-Houri [12] some induced subhypergraph of $\mathcal{H}$ has discrepancy at least two, i.e., there is a $V_0 \subseteq [n]$ such that for any 2-partition $V_1 \cup V_2 = V_0$ there is an $E \in E$ such that $|E \cap V_1| - |E \cap V_2| \geq 2$. Put $x_j = 0$ for all $j \in [n] \setminus V_0$ and $x_j = \frac{1}{2}$ for all $j \in V_0$. Let $y_1, \ldots, y_n$ be a randomized $\mathcal{H}$-rounding of $x_1, \ldots, x_n$. Then $y_j = 0$ holds with probability one for all $j \in [n] \setminus V_0$ by definition of randomized $\mathcal{H}$-rounding. For $j \in V_0$, $y_j$ may take the values 0 and 1 only. Let $\tilde{y}$ be a possible outcome of the underlying random experiment, that is, an image of the random variable $y$ having probability greater zero. Let $V_1 = \{j \in V_0 \mid \tilde{y}_j = 0\}$ and
$V_2 = \{ j \in V_0 \mid \hat{y}_j = 1 \}$. Let $E \in \mathcal{E}$ such that $|E \cap V_1| - |E \cap V_2| \geq 2$. Then $\hat{y}_E = |E \cap V_2|$, whereas $x_E = \frac{1}{2}|E \cap V_0|$. Thus we have $|x_E - \hat{y}_E| \geq 1$. Since $|x_E - y_E| \geq 1$ holds with non-zero probability, $y_E$ is not a randomized rounding of $x_E$. This is a contradiction to our assumption that $y_1, \ldots, y_n$ is a randomized $\mathcal{H}$-rounding of $x_1, \ldots, x_n$. \hfill \square

The use of linear programming ideas to deal with dependencies resembles the work of Koller and Megiddo [18] and Karger and Koller [15]. However, these results are of a completely different nature. There, the aim is to cope with dependencies, since they can lead to smaller sample spaces, whereas we try to use dependencies. There, linear programming ideas are used to transform a given sample space satisfying some dependencies into a smaller one where the dependencies still hold, whereas we construct a sample space directly from a set of given dependencies. Nevertheless, all results indicate that linear programming is a useful framework when dealing with probabilistic constraints.

5 Alternative Randomized $\mathcal{H}$-roundings

In this section we investigate what can be achieved by using different randomized $\mathcal{H}$-roundings for the approximation problem of Asano et al. [2]. We omit the proofs for reasons of space, but let us stress that these results heavily depend on Theorem 15: It allows to decide whether a randomized $\mathcal{H}$-rounding exists or not by simple checking whether $\mathcal{H}$ is totally unimodular or not. Thus we may postpone the work of designing a rounding algorithm (and the proof of Lemma 8 indicates that this might be quite tedious) until we found a dependency hypergraph $\mathcal{H}$ yielding suitable bounds.

We denote the hypergraphs regarded through simple diagrams. We assume that all variables are randomized roundings. If two variables form a joint randomized rounding, we denote this by connecting the respective nodes by an edge (Figure 1(a)). If four variables are rounded together (i.e., they form a hyperedges in $\mathcal{H}$), we connect them by a square (Figure 1(b)). Thus a single block randomized rounding is depicted by the diagram in Figure 1(c).

We shall always assume that the grid is plastered with the pattern, and further, that nodes not connected through a series of hyperedges are rounded independently. Hence Figure 1(c) also denotes the independent block randomized rounding investigated in Theorem 11. Repeated overlapping patterns will be indicated through (ellipsis) dots. Figure 1(d) thus describes the hypergraph used in Section 3.
In Figure 2 we show some totally unimodal hypergraphs. In Figure 3 we give upper bounds for the errors inflicted by applying the corresponding $H$-roundings to Asano’s approximation problem. The middle column contains an upper bound for the expected absolute error $E(d(A, B))$, the right-side one an upper bound for the expected loss $E(d(A, B)) - d(A, B^*)$ compared to an optimal rounding $B^*$. These upper bound are derived using the methods of Section 3. They are either sharp or close to the optimum.

Figure 3 shows several interesting facts. We see that already simple dependencies yield a significant improvement over the independent case (a). Nevertheless, the right choice of dependencies is important: While (b) and (c) look almost identical — plastering the grid with independent joint randomized roundings — the resulting error bounds are not the same. Better bounds can be achieved by larger structures than just independent joint randomized roundings. On the other hand, structures larger than (h) either yield worse bounds as (i), or cannot be realized, since the corresponding hypergraph is not totally unimodular. Some examples of the latter type are shown in Figure 4. As Figure 4(c) shows, the dependencies that all boxes are already randomized roundings are not realizable. Thus a non-independent randomized rounding having $E(d(A, B)) \leq \frac{1}{2} |\mathcal{R}|$ seems not to exist. Currently we do not know the truth in between our upper bound of 0.5463 $|\mathcal{R}|$ and the lower one of $\frac{1}{2} |\mathcal{R}|$. 

<table>
<thead>
<tr>
<th></th>
<th>absolute</th>
<th>relative</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>0.8295</td>
<td>0.75</td>
</tr>
<tr>
<td>(b)</td>
<td>0.7111</td>
<td>0.625</td>
</tr>
<tr>
<td>(c)</td>
<td>0.75</td>
<td>0.5926</td>
</tr>
<tr>
<td>(d)</td>
<td>0.5926</td>
<td>0.5</td>
</tr>
<tr>
<td>(e)</td>
<td>0.6518</td>
<td>0.5625</td>
</tr>
<tr>
<td>(f)</td>
<td>0.6287</td>
<td>0.4688</td>
</tr>
<tr>
<td>(g)</td>
<td>0.5695</td>
<td>0.4063</td>
</tr>
<tr>
<td>(h)</td>
<td>0.5493</td>
<td>0.3125</td>
</tr>
<tr>
<td>(i)</td>
<td>0.5617</td>
<td>0.4166</td>
</tr>
</tbody>
</table>
There is some caution necessary in rows (e), (g), and (i). These three patterns generate $R$-boxes that are not sums of independent randomized roundings. In (e) the error inflicted in the box containing the four in a cycle manner connected nodes depends on the precise way this rounding is generated. For our estimate we assumed that the non-intersecting joint randomized roundings neither display a positive nor a negative correlation. This is justified by the fact that a rounding exists in which the errors are in fact likely to cancel (namely (f)). An analogous statement holds for (g) and (h), but not for (i). Here Figure 4 tells us further restrictions on the random process are not possible. Therefore our upper bound here assumes that we have a bad correlation among the horizontally adjacent nodes that do not form a joint randomized rounding.

Note that such negative correlation can indeed occur: Assume three nodes 1, 2 and 3 such that 1 and 2 as well as 2 and 3 form a joint randomized rounding. Let $x_1 = 1 - x_2 = x_3$. Then any non-independent randomized rounding with respect to these dependencies has $y_1 = y_3$. Thus the error $|(x_1 + x_3) - (y_1 + y_3)|$ has not the distribution of two independent randomized roundings, but a worse one, namely twice the one of a single randomized rounding.

6 Summary and Outlook

This paper describes a new approach in randomized rounding. By imposing suitable dependencies, we improve the expected rounding error significantly. For a problem arising in digital halftoning, this improves previous algorithms both according to run-time and rounding error. In particular, we presented the first algorithm solving this problem fast enough for practical application, namely in linear time.

On the methodological side, this paper shows that non-independent randomized rounding can be very effective if one succeeds in finding the right dependencies. To this end, we give a complete characterization of realizable dependencies.

From this work, some open questions arise:

- What is the true approximability of the matrix rounding problem suggested by Asano et al., i.e., close the gap between the lower bound of $0.5|R|$ and the upper one stemming from our methods.

- For which further rounding problems is it possible translate part of the structure of the problem into suitable dependencies for the random experiment?

- Engineering aspects: How do the roundings computed by our algorithm look to the human eye? Asano et al. proposed the idea that low error roundings with respect to $2 \times 2$ boxes look nice, but of course they could check this only with their algorithm.
Therefore, theoretically, our roundings might even look worse. Coming from the other end, one might (and actually should) investigate other error measures. Using the ideas of this paper, one may also design rounding algorithms that optimize different error measures stemming from larger boxes or even completely different geometric structures. It could well be that such error measure are better suited to distinguish good halftonings from worse ones.
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Appendix

This paper is intended to be of theoretical nature. Since one of the referees felt that readers
from a more applied backround would severly miss images and experimental data, we do
our best to provide some in this appendix.
Figure 5: Halftoning results of different standard algorithms and ours:

Top left: Error diffusion.

Top right: Ordered dither.

Middle left: Dot diffusion.

Middle right: Random dither (randomized rounding).

Bottom left: Non-independent randomized rounding.
We applied the three classical algorithms mentioned in the introduction together with independent randomized rounding and our algorithm to several images. All image data used 1 byte per pixel resulting in an integer value between 0 and 255. We used two types of input data: Real-world images taken with a digital camera (not shown in this paper) and artificial images produced with a commercial imaging software. Naturally, the first type is more suitable to estimate how well the algorithm performs in real-world applications, whereas the second is better suited to demonstrate the particular strengths and weaknesses of an algorithm.

The images displayed in Fig. 5 are obtained from halftoning an artificially generated image of size of $160 \times 160$ pixels with the standard algorithms of error diffusion, ordered dither, dot diffusion, random dither (independent randomized rounding) and our non-independent randomized rounding algorithm. In all cases, the standard form of the algorithms has been used. It is known that some algorithms produce better outputs if the inputs are subject to some preprocessing. Since such data is mainly available for the algorithms of error diffusion and ordered dither, we believe that an unbiased comparison might be easier without any preprocessings. As indicated in the first paragraph, the intention of this appendix is merely to give the interested reader an idea of how our ideas could work in practise rather than giving evidence that they are competitive with previous algorithms.

Fig. 5 shows that the randomized nature of our algorithm has a positive effect on the generation of unwanted structures and grains. Unwanted structures include all kinds of regular patterns like snakes, crosses or labyrinths that attract objectionable attention. In particular error diffusion and ordered dither algorithm tend to produce those.

Grains emerge, if in dark (respectively light) parts of the picture two or more white (respectively black) pixels touch and thus build a recognizable block. Randomized rounding is very vulnerable to this problem, which is why it is not used in practice for digital halftoning. On the other end we find error diffusion, which hardly produces any grains. It seems that algorithms that are good concerning graininess tend to produce unwanted structures and vice versa. In this sense, non-independent randomized rounding could be a fair compromise: Being by far less grainy than independent randomized rounding on the one hand, it is unlikely to produce unwanted structures on the other.

We also computed the actual errors generated by the algorithms on several input images:

<table>
<thead>
<tr>
<th>Method</th>
<th>Total</th>
<th>3 x 3</th>
<th>2 x 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error Diffusion</td>
<td>0.00027</td>
<td>0.45</td>
<td>0.35</td>
</tr>
<tr>
<td>Ordered Dither</td>
<td>0.00052</td>
<td>0.65</td>
<td>0.34</td>
</tr>
<tr>
<td>Dot Diffusion</td>
<td>0.00024</td>
<td>0.65</td>
<td>0.43</td>
</tr>
<tr>
<td>Randomized Rounding</td>
<td>0.00056</td>
<td>0.96</td>
<td>0.64</td>
</tr>
<tr>
<td>Non-independent RR</td>
<td>0.00034</td>
<td>0.60</td>
<td>0.40</td>
</tr>
</tbody>
</table>

Table 1: Experimental average errors of the algorithms
(on roughly 300,000 pixels). The averages values are given in Table 1. The error measures regarded are the following.

**Total error:** The absolute difference in the average intensity of input and output image \( \frac{1}{mn} | \sum_{i,j} (a_{ij} - b_{ij}) | \).

**2 x 2 error:** The average error in the 2 x 2 boxes, that is, \( \frac{1}{n} d(A, B) \), where \( d(A, B) \) is the error measure proposed by Asano et al.

**3 x 3 error:** The average error in the 3 x 3 boxes.

As can be seen, all algorithms change the average intensity only minimally. Concerning the errors in the 2 x 2 and 3 x 3 boxes, the case is more interesting. Whereas for the 2 x 2 boxes error diffusion is slightly and non-independent randomized rounding is significantly worse than the best performer ordered dither, things change for 3 x 3 boxes. Here error diffusion takes the lead, followed by non-independent randomized rounding. Together with the visual quality of the output images, this poses the questions whether larger boxes might yield a better similarity measure. The fact that error diffusion performs relatively good also asks for theoretical bounds for the errors generated with respect to the 2 x 2 boxes. Here the inherently sequential nature of this algorithm seems to impose some difficulties.