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Abstract

The recently introduced gravitational point set registra-
tion methods can robustly align point sets with high noise
ratios. While many results with rotation and translation
resolution have been presented in the literature so far, the
uncertainty about the scale resolving capability of globally
multiply-linked gravitational point set registration methods
is remaining. To address the uncertainty, we analyse the
gravitational potential energy (GPE) functional of the sys-
tem with two point sets with multivariate calculus and come
to the conclusion that GPE of a singularity, i.e., the state
when the template collapses to a single point, always has
a lower energy than the state of the optimal alignment.
Moreover, the GPE as a function of scale monotonically in-
creases and does not have equienergetic states, which we
prove for several hollow and volumetric geometric primi-
tives in R2 and R3 including a unit circle, a unit sphere,
a unit disk and a unit ball. We perform a series of exper-
iments with various regular shapes and different combina-
tions of references and templates to validate our findings.
The consequence is that in practice, it is highly unlikely for
globally multiply-linked gravitational alignment to resolve
the scale accurately. We propose ways to overcome the lim-
itation in scale resolution, which can be considered in the
next generation of gravitational approaches.

1. Introduction
Rigid point set registration is the problem of the recovery

a rigid transformation — translation t and rotation R —
aligning two or several point sets into the common reference
frame. Often, template scaling s is also included, resulting
in seven degrees of freedom (DoF) alignment [21, 20]. In
the case of two point sets, it is common to distinguish a fixed
point set or a reference, and a point set being transformed,
or a template.

One of the newly proposed methods for rigid point set
registration is gravitational approach (GA) relying on simu-

∗supported by the ERC Consolidator Grant 4DReply (770784)

lation of particle dynamics [14, 15]. GA aligns point sets by
interpreting them as particle swarms interacting in a grav-
itational force field. Every particle possesses a mass con-
densed in an infinitesimal volume so that the sets can over-
lap. The optimality criterion in GA is locally minimal grav-
itational potential energy (GPE) E(R, t) of the system, see
Eq. (1) in Sec. 3.

In [14], GPE is optimised implicitly by updating the
forces acting on the template particles. An accurate solu-
tion requires an additional dumping parameter and a careful
parameter choice. Compared to several other methods such
as iterative closest point (ICP) [4] and coherent point drift
(CDP) [21], GA was shown to be more robust in the scenar-
ios with high noise ratios in the data, not lastly due to the
globally multiply-linked character of point interactions.

GA was claimed to be capable of scale recovery un-
der global multiply-linking. Notwithstanding, Golyanik et
al. [14] report that scale resolution is not reliable in GA
and that shrinkage of the template to a single point can be
witnessed if the parameters are chosen suboptimally. In
GA for non-rigid alignment, Ali et al. [3] split point sets
into multiple overlapping patches and update the local patch
scales as curl-free components of the unconstrained dis-
placement fields. Due to the fine-grained region interleav-
ing and inter-patch regularisation for individual point dis-
placements, patch scales are well regularised and change
insignificantly during the alignment. Generally, non-rigid
GA requires the point sets provided in the same scale (up to
small deviations caused by deformations).

1.1. Contributions

All in all, gravitational methods [14, 2, 3] leave uncer-
tainty concerning how well they can resolve scale. Cur-
rently, there is no study which systematically investigates
scale resolution aspects of gravitational methods. To ad-
dress this uncertainty, we analyse the GPE as a function of
the scale s with multivariate calculus for several geomet-
ric primitives in R2 and R3 including a unit circle, a unit
sphere, a unit disk and a unit ball. The main contribu-
tion of this paper is a thorough mathematically principled
analysis of scaling resolving capability of multiply-linked
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gravitational point set registration methods. One of the pri-
mary assumptions of GA is that the optimal alignment is
attained in the state of locally minimal GPE. We show that
when the template scaling is allowed, the locally optimal
GPE assumption is not fulfiled. This explains the repeatedly
reported difficulties of GA in scale resolution, including ex-
cessive parameter tuning and heuristics [14, 2, 3]. Addi-
tionally, we perform a series of experiments with different
regular shapes and various combinations of references and
templates to support our findings.

1.2. Paper Structure

The remainder of the paper is organised as follows. Next
sections review related work in Sec. 2 and rigid GA in
Sec. 3. Sec. 4 describes the proof methodology and as-
sumptions. The derivations for regular surfaces and volu-
metric shapes are provided in Secs. 5 and 6, respectively,
and the exposition is concluded in Secs. 7 and 8. Finally,
Appendix A provides further details for the proofs.

2. Related Work
In the seminal work of Besl and McKay [4], rigid point

set registration is solved by alternatingly updating corre-
spondences between the point clouds and the rigid trans-
formation relating point pairs. The correspondences are es-
tablished according to the deterministic nearest-neighbour
rule, which is eponymous for the method’s name, i.e., iter-
ative closest point (ICP). Thus, point set registration in ICP
comes down to a series of transformation estimation prob-
lems. Although the classic ICP is a widely-used technique
with multiple variants and improvements shown in the lit-
erature [7, 16, 22, 10], its disadvantages include high sensi-
tivity to noise, suboptimal initialisations, clustered outliers
and missing data, due to one-to-one point correspondences.

To alleviate the limitations of ICP, multiple successor ap-
proaches relax binary correspondences to soft correspon-
dences [13] and align point sets probabilistically [8, 20]. In
coherent point drift (CPD) [21], alignment is performed by
expectation-maximisation for fitting template points inter-
preted as Gaussian mixture models (GMM) to the points
of the reference. Kernel Correlation (KC) approach [24] re-
duces point set alignment to the minimisation of the Renyi’s
quadratic entropy of the joint template-reference system. In
both methods [24, 21], points interact de facto in the locally
multiply-linked manner (the influence attenuates rapidly).

Multiple methods relax the rigidity constraints and re-
cover general displacement fields between a template and
a reference while imposing spatial smoothness on the dis-
placement fields [8, 20, 21, 3, 25, 23]. It is often assumed
that the topology of template point sets cannot change,
while non-isometric deformations including shrinkage and
dilatations are allowed. Affine transformations including
scaling and shearing constitute a special case of non-rigid

deformations. Similarly to a rigid transformation, scaling
and shearing are parametric transformations which can be
expressed by a single matrix applied to all points simulta-
neously. Scaling and shearing do not preserve absolute dis-
tances between points as well as angles between surfaces
and lines, but they preserve distance ratios on surfaces. Two
prominent examples of rigid point set alignment approaches
which can be generalised for scale resolution are CPD [21]
and GMM registration (GMR) [20].

Since recently, physically inspired methods are enrich-
ing the arsenal of point set registration methods [9, 14,
2, 3, 19, 15]. Deng and coworkers cast point sets into
the Schrödinger distance transform representation and align
them by minimising a geodesic distance on a unit Hilbert
sphere [9]. Golyanik et al. [14] and Ali et al. [3] interpret
point sets as particle swarms moving in gravitational force
fields. The state of the locally optimal alignment is achieved
when the gravitational potential energy (GPE) of the system
is locally minimal.

In the gravitational approach (GA) [14], all points of the
template interact with all points of the reference. In other
words, all reference points influence each template point
simultaneously following the principle of force superposi-
tion. Such global multiply-linking is especially advanta-
geous in rotation resolution and when handling point clouds
with uniformly distributed noise [15]. GA was claimed to
support scale, though at the same time, the authors explic-
itly indicate possible difficulties and instability of the scale
resolution when the point sets are interacting in the globally
multiply-linked manner [14]. In GA with a shape constraint
[2], the scale is resolved in one shot by comparing the spa-
tial extents of the point sets, disjointly from the translation
and rotation estimation. The accuracy of this scale resolu-
tion method decreases if point sets contain clustered outliers
or missing data. Another limitation is that such scale resolu-
tion does not allow to benefit from the enhanced robustness
to noise and the entire paradigm of GA.

Currently, there is no systematic analysis of scale resolv-
ing capabilities of gravitational point set registration meth-
ods. None of the works on gravitational point set align-
ment analyses the reasons for the poor performance when
the scale is included as a parameter in the optimisation. To
fill this gap, in this paper we focus on the scale resolution
of gravitational approaches. Compared to previous works,
we provide a mathematically principled analysis of the GA
energy landscape parametrised by scale.

3. Particle Dynamics Based Approaches

Newtonian Gravitational Approach [14]. If a system of
two point sets {X,Y} is given, whereby X is the fixed ref-
erence, the inputs can be aligned by minimising the mutual
gravitational potential energy (GPE) E of the correspond-
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ing system of particles in the force field induced by X:

E(R, t) = −G
∑
i,j

myi mxj

‖Ryi + t− xj‖2 + ε
, (1)

wheremyi andmxj denote masses, [yi] = Y, [xj ] = X, G
is the gravitational constant and ε is softening length which
regularises too close encounters of the particles. In [14], this
energy is minimised implicitly by updating the forces~fi act-
ing on particles yi, accelerations, velocities vt+1

i and indi-
vidual displacements dt+1

i — according to Newton’s second
law of motion [1]:

~fi = −Gmyi

∑
j

mxj

(
‖yi − xj‖2 + ε2

)−3/2
n̂i,j − ηvti , (2)

with η denoting the strength of the per-particle kinetic en-
ergy dissipation in the system,

vt+1
i = vi + ∆t

~fi
myi

and dt+1
i = ∆t vt+1

i , (3)

where ∆t is the time step of system evolution (the forward
integration step). After the forward integration in each step,
the unconstrained dt+1

i are added to the current yi coordi-
nates. Next, a single rigid transformation and a new tem-
plate pose are obtained by Procrustes analysis [18]. The al-
gorithm converges once the system stabilises, with no tem-
plate dynamics and entirely dissipated kinetic energy.

Gravitational Approach with Altered Physics [15]. The
form of GPE in Eq. (1) includes a reciprocal relation. At the
optimal alignment, GPE is limited by −∞. A more robust
version of particle dynamics based rigid point set alignment
with altered physics laws has been recently proposed [15].
They apply a negative elementwise reciprocal transform to
Eq. (1) and obtain a new GPE:

ξ−
(
E(R, t)

)
=
∑
i,j

1

Gmyi
mxj

‖Ryi + t− xj‖2 , (4)

where the transformation ξ−
(
− 1

c

)
= c preserves function

monotonicity. Note that softening parameter ε is omitted,
due to no near-field singularities. With the new form of
GPE, the optimal alignment is still achieved when GPE is
locally minimal, while there is no reciprocity. Eq. (4) still
represents a globally multiply-linked GPE, and the point
correspondences are not explicitly encoded in it.

4. Proof Methodology
We partially reuse the notations introduced in Sec. 3 and

consider the globally multiply-linked gravitational align-
ment of two point sets, with the reference [xj ] = X ∈
RD×N , j ∈ {1, . . . , N} and the template [yi] = Y ∈

RD×M , i ∈ {1, . . . ,M}. N and M denote the number
of points in the reference and template, respectively.

One of the assumptions of GA and BH-RGA is that the
optimal alignment corresponds to the state of the locally
minimal GPE. We show that this assumption is not fulfiled
when optimising for scale s in GPE, i.e., allowing for the
extended 7 DoF GPE version of Eq. (4):

ξ−
(
E(R, t, s)

)
=
∑
i,j

[
1

Gmyi
mxj

]
‖Ryi s+ t− xj‖2 .

(5)
Note that it is more convenient to work with the GPE in
Eq. (5). Since G−1 is a scaling factor and myi

as well
as mxj

are unit masses, we omit the multiplicative term[
1

Gmyi
mxj

]
. Due to the reversibility of ξ−(·), our observa-

tions and findings are both valid for the case of GA, Eq. (1)
[14] and BH-RGA, Eq. (4) [15].

Analytically, we cannot cover all possible shapes but can
work with well formalised parametric shapes such as cir-
cles, squares and rectangles, among others. To consider
both hollow and volumetric structures, we choose a unit
circle S1, a unit sphere S2, a unit disk in R2 and a unit
ball in R3. Our choice falls on these geometric primitives
not lastly because many shapes are homeomorphic to one
of them. More specifically, we choose both the template
and the reference to be simultaneously one of the geometric
primitives mentioned above. The template is an exact copy
of the reference so that at the optimal alignment, the regis-
tration error vanishes. Both point clouds are centred at the
origin of the coordinate system. Note that centres of grav-
ity of all examined geometric primitives coincide with the
origin of the coordinate system. In our proof, we system-
atically compare GPE of the optimal alignments and singu-
larities denoted by Ea and Es, respectively. Moreover, we
analyse the existence of equienergetic states by deriving the
GPE as functions of the template scale.

To summarise — compared to the general discrete set-
ting and assumptions done in GA (see Sec. 3) — we make
several further assumptions and contextual simplifications,
allowing to apply multivariate calculus in our proof:

• Similarly to [14], we assume that the reference induces
the gravitational force field and the template moves in
this field until alignment. Interactions between points
belonging to the same point set are omitted.

• Without loss of generality, we assume that the trans-
lation is resolved in advance. This is a common and
widely-used assumption in rigid point set registration
[21, 4, 10]. Both points sets are centred at the origin
of the coordinate system.

• Since the considered shapes are fully symmetric, the op-
timal alignment is agnostic to rotations. Moreover, due
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to the shape symmetry, we can avoid the estimation of
all individual point-to-point distances and operate with
average intra-point distances d̄ parametrised by scale in-
stead. In turn, average point distances d̄ parametrise
GPE in our proof. Based on d̄, we find and com-
pare GPE as functions of the alignment configurations
parametrised by the scale s ∈ [0; 1.2].

• We partially work in the continuous domain and assume
uniform point distribution and mass density.

5. Hollow Structures in R2 and R3

In this section, we analyse hollow structures, i.e., a unit
circle S1 (Sec. 5.1) and a unit sphere S2 (Sec. 5.2).

5.1. Proof for a Unit Circle in R2

A unit circle S1 is defined as a set of all points in 2D
which are located at the unit distance to the origin of the
coordinate system (the centre of the circle), i.e., all points
obeying the equation x2 + y2 = 1. We use polar coordi-
nates so that every point of S1 is parametrised by the single
θ value (the radius ρ is fixed to 1).
Singularity. Suppose, first, that all template points are lo-
cated in the centre of S1. In this case, the distance of every
point of the template to every point of the reference ri,j
equals to r, and d̄ = r. Correspondingly, the total Es is
equal to

Es = rNM = NM. (6)

Optimal Alignment. Suppose the template is registered to
the reference. In this case, ri,j = 0 if and only if points yi
and xj are in correspondence, and all other combinations
result in ri,j 6= 0. Next, we find an average ri,j value for all
multiply-linked connections.

Without loss of generality — due to the symmetry —
assume that xj is always located at θ = 0. The distance d
of x0 to a point on S1 is parametrised by θ. Applying the
law of cosines and the sine half-angle identity, we obtain

d =
√

2 (1− cos θ) = 2 sin
θ

2
. (7)

To obtain the average distance d̄, we apply the mean value
theorem for the case of a circle resulting in

d̄ =
1

π

∫ π

0

2 sin
θ

2
dθ = − 4

π

(
cos

θ

2

)∣∣∣∣π
0

=
4

π
. (8)

Consequently, the GPE of the optimal alignment adds up to

Ea = d̄ NM =
4NM

π
. (9)

Comparing Eqs. (6) and (9), we observe that Ea > Es by
the factor of 4

π . Thus, the state of optimal alignment results

Figure 1: Analysing the average distance d̄ as a function of scale s for the
unit circle S1 in the general case. For every radius of the template circle
a = s, θ parametrises point distances from the template to the reference
unit circle (shown in orange).

in ∼27% higher GPE, which is a considerable difference
in the energy states. Preliminary, we see that the optimal
alignment is not the most optimal state of the particle sys-
tem. Thus, introducing the scale parameter without further
constraints will result in a singularity.
The General Case. To complete and strengthen the anal-
ysis of the E landscape in our test scenario, we would like
to find the answers to the following questions: 1) Whether
the energy increases monotonically or there are equiener-
getic states for some values of s between a singularity and
the state of optimal alignment, and 2) Whether d̄ = d̄(s)
is a monotonically increasing function. Consider the case
when a template is not aligned with the reference at differ-
ent s ∈ [0; 1]. In this case, we have an additional parameter
a, i.e., the radius of the template (see Fig. 1).

Our goal is to derive E(a) and evaluate it at different a
values. Without loss of generality — due to the symmetry
— consider that xj is located at θ = 0. Applying the law of
cosines and the mean value theorem, we obtain:

d̄(a) =
1

π

∫ π

0

√
a2 + 12 − 2a cos θ dθ =

4

π
, if a = 1,

2|a− 1|
π

E

(
θ

2

∣∣∣∣− 4a

(a− 1)2

)∣∣∣∣0
π

, if a 6= 1.

(10)

with E(·|·) denoting incomplete elliptic integral of the sec-
ond kind in Legendre form. If a = 1, Eq. (10) reduces to
Eq. (8). Otherwise, it requires an evaluation of E(·|·). See
Appendix A.1 for more details about elliptic integrals of the
second kind in the Legendre form and Appendix A.2 for
more details on Eq. (10).

We see that E = E(s) is a monotonically increasing
function, see Fig. 2 for a plot (in blue), and there are no
equienergetic states with the state of the optimal alignment.
Generally, there are no equienergetic states with different s.
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5.2. Proof for a Unit Sphere in R3

Let us consider the unit sphere S2 defined as a set of
points in 3D which are located at the unit distance to the ori-
gin of the coordinate system (the centre of a sphere). Our
derivations will coarsely follow the line of derivations for
S1 in Sec. 5.1.
Singularity. Similarly to the case with S1 (see Eq. (6)),
the average distance d̄ between every template and refer-
ence point at a singularity amounts to the sphere radius, and
Es = NM .
Optimal Alignment. To find GPE of the optimal point set
coincidence, we need to find the average distance d̄ from a
given point on a surface of the template to every point of the
surface of the reference. Since at the optimal alignment, the
point sets completely coincide, this problem reduces to the
problem of finding an average distance d̄ between points on
a surface of a sphere.

Suppose, without loss of generality — due to the sym-
metry — the template point is located on the north pole of
the sphere, and θ = 0. The distance of this point to any
point with the coordinate (r, θ, ·) is 2 sin(0.5 θ). In total,
there are 2π sin θ points, where sin θ is the radius of a circle
located at latitude θ on S2. With the help of the mean value
theorem, we obtain the expression for d̄:

d̄ =
1

4π

∫ π

0

∫ 2π

0

2 sin
θ

2
sin θ dθ dφ =∫ π

0

sin
θ

2
sin θ dθ =

4 sin3 θ
2

3

∣∣∣∣π
0

=
4

3
.

(11)

Thus, GPE of optimal alignment for S2 is Ea = d̄ NM =
4NM

3 .
The General Case. We affirm that there are no equiener-
getic states with the same energy values as E(0). We
parametrise the template by the radius a ∈ [0; 1.2], and de-
rive the expression of d̄(a) for the general case:

d̄(a) =
1

4π

∫ π

0

∫ 2π

0

√
a2 + 1− 2a cos θ sinθ dθ dφ =

=


1

2

∫ π

0

sin θ dθ, if a = 0,

1

2

∫ π

0

√
a2 + 1− 2a cos θ sin θ dθ, if a > 0.

=

=


1, if a = 0,

(a2 + 1− 2a cos θ)
3
2

6a

∣∣∣∣∣
π

0

, if a > 0.

(12)
Eq. (12) can be evaluated for different a in closed form.
See Appendix A.3 for more details on Eq. (12). If a = 1,
Eq. (12) evaluates to 4

3 . The values of the integral for a ∈
[0; 1.2] are plotted in Fig. 2 (in green).

Figure 2: Average distances d̄(a) as the functions of the template radius
a, for S1 (blue graph) and S2 (green graph).

Similarly to S1, a singularity is an energetically the most
stable state in the case of S2. Compared to S1, the differ-
ence in d̄ increases to ∼33%.

6. Volumetric Structures in R2 and R3

Next, we are considering volumetric structures with uni-
form density, i.e., a unit disk in R2 and a unit ball in
R3. When deriving the average distances between points
in volumetric structures in polar and spherical coordinates,
we need to compensate for non-uniform volume sampling
caused by monotonically increasing volume encompassed
between infinitesimally increasing coordinates r and r+dr,
θ and θ + dθ and φ and φ + dφ. The probability pr to find
a point inside a sphere of radius r < a when points are
uniformly sampled in a ball of radius a is

pa =

(
r

a

)n
, (13)

where n is the space dimensionality [17]. The probability
density function of r is the derivative of pa with respect to
r:

d

dr
pa =

(
n rn−1

an

)
. (14)

We use Eq. (14) in Secs. 6.1 and 6.2 for uniform space sam-
pling in a unit disk and a unit sphere.

6.1. Proof for a Unit Disk in R2

A unit disk in R2 is a set of all points enclosed by S1.
We assume that the points inside the unit disk are sampled
uniformly. Recall that uniform sampling in polar coordi-
nates does not result in uniform space sampling, and we
apply Eq. (14) to compensate for the inhomogeneous sam-
pling. Thus, the probability pa to find a point sampled from
a uniform distribution inside a circle of radius q ≤ a is
P (p ≤ q) =

(
r
a

)2
, and 2r is the probability density func-

tion of pa in 2D according to Eq. (14).
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Singularity. Consider a singularity, i.e., the state when the
whole volume of the template collapses into a single point.
For the volumetric singularity in 2D, we obtain the follow-
ing expression for the average distance d̄ from the disk cen-
tre to uniformly sampled points inside the disk:

d̄ =
1

π

∫ 1

0

2r

∫ π

0

r dθ dr =

∫ 1

0

2r2 dr =
2

3
. (15)

Optimal Alignment. For the aligned volumetric data in
2D, we consider the average distance between a point on a
circle of radius r ≤ 1 and a circle of radius q ≤ 1 inside a
unit disk:

d̄ =
1

π

∫ 1

0

2r

∫ 1

0

2q

∫ π

0

√
r2 + q2 − 2rq cos θ dθ dq dr =

8

π

∫ 1

0

r

∫ 1

0

q |q − r|E
(
θ

2

∣∣∣∣− 4rq

(q − r)2

)∣∣∣∣0
π

dq dr ≈ 0.9062.

(16)
We solve Eq. (16) by applying the composite trapezoidal
rule of numerical integration with the step size τ = 10−2.
The obtained value d̄ = 0.9062 agrees with the average an-
alytical distance derived by integrating over the probability
density of the distances between points in a disk [12]:

d̄ =
125

45π
≈ 0.9054. (17)

We see that for a unit disk in R2, the optimal alignment
results in ∼35.8% higher GPE compared to a singularity.
The General Case. We derive the average distances for
the case a ∈ [0; 1.2] in a similar fashion as Eq. (16) while
taking into account the parametric upper limit of integration
for q and the parametric derivative of the probability to find
a point within a disk of radius a:

d̄(a) =
8

π

∫ 1

0

r

∫ a

0

q

a2
|q−r|E

(
θ

2

∣∣∣∣− 4rq

(q − r)2

)∣∣∣∣0
π

dq dr.

(18)
See more details on Eq. (18) in Appendix A.4. The function
d̄ = d̄(a) for the unit disk in R2 is plotted in Fig. 4 (in blue).

6.2. Proof for a Unit Ball in R3

A unit ball in R3 is a set of points enclosed by S2. We
consider that the space inside the unit ball is sampled uni-
formly. Recall that we use spherical coordinates, and uni-
form sampling of the coordinates does not result in the uni-
form space sampling. Thus, to find the average distances
between uniformly sampled points in a unit sphere, we have
to introduce a sampling density factor. The probability of
finding a point sampled from a uniform distribution, inside
a sphere of radius q ≤ a, is P (p ≤ q) =

(
r
a

)3
, where a is a

radius of a sphere. For a unit ball, the rate of the probability
change is the derivative of the density with respect to the

radius, i.e., d
dr r

3 = 3r2. We use this rate of change to find
a point in a ball of radius r in further derivations.
Singularity. Suppose all points of the template collapse to
the centre of gravity of the reference, and all other points
are uniformly sampled inside the reference. The mean dis-
tance between the centre of the unit ball and spheric shell of
radius r is r sin θ2 , and

d̄ =

∫ 1

0

3r2
∫ π

0

r
sin θ

2
dθ dr =

∫ 1

0

3r3 dr =
3

4
. (19)

Optimal Alignment. Next, consider the state of optimal
alignment of two unit balls. In this case, we require two
rates of probability changes for finding a point in a unit ball
of radii 0 ≤ r ≤ 1 and 0 ≤ q ≤ 1. Following Eq. (14), we
see that those are equal to 3r2 and 3q2, respectively. Thus,
the mean distance between two uniformly sampled points
inside a unit ball can be calculated as

d̄ =∫ 1

0

3r2
∫ 1

0

3q2
∫ π

0

√
r2 + q2 − 2rq cos θ sin θ

2
dθ dq dr.

(20)
First, consider the inner integral over θ:∫ π

0

√
r2 + q2 − 2rq cos θ sin θ

2
dθ

(r,q≥0)
=

(r + q)3 − (r − q)2|r − q|
6rq

(r≥q)
=

6r2q + 2q3

6rq
.

(21)

We analyse the cases 1) r ≥ 0 and q ≥ 0 and 2) r ≥ q
separately. This allows us to get rid of the modulo operator
while exploiting the symmetry at evaluating Eq. (20), see
Fig. 3-(a) for the visualisation. Assuming r ≥ q, we repre-
sent the total integral as twice the integral which accounts
for the condition r ≥ q:

d̄ = 2

∫ 1

0

∫ 1

0

9q2r2(6r2q + 2q3)

6rq
dq dr =

36

35
. (22)

We observe that the energy of the optimal alignment in the
case of the unit ball is larger than the energy of a singularity
by ∼37%.
The General Case. Finally, we generalise the energy to all
cases between a singularity (s = 0) and the optimal align-
ment (s = 1). We calculate the average distance between
points sampled uniformly from a ball of radius a ∈ [0; 1.2]
(modelling the transformed template) and points sampled
uniformly from a unit ball (modelling the reference).

Compared to the optimal alignment, there are several
modifications in the calculation of d̄. First, the rate of
change of the probability to find a point in a ball of radius
a is 3q2

a3 . Second, the integral over dq is evaluated in the
interval [0; a]. Moreover, we cannot take advantage of the

6



Figure 3: (a): The symmetric case when a point of the template and the
reference are sampled from the same volume. (b): If the template and the
reference differ, points are sampled from non-intersecting subvolumes.

full symmetry as it is the case in Eq. (22). For the general
case, Eq. (20) modifies to

d̄(a) =∫ 1

0

3r2
∫ a

0

3q2

a3

∫ π

0

√
r2 + q2 − 2rq cos θ sin θ

2
dθ dq dr.

(23)
Under the condition that r ≥ q, the inner integral over θ
evaluates as in Eq. (21). In contrast to Eq. (22), we can
exploit the partial symmetry. Thus, we represent Eq. (23)
as a sum of two integrals covering the case when 1) r ≤ a
and q ≤ a and 2) q ∈ [0; a] while r ∈ [a; 1]:

d̄(a) = da(a) + da,1(a). (24)

The first case covers all point pairs drawn from the unit balls
of all radii not greater than a, see Fig. 3-(a). The second
case covers all point pairs so that one point is drawn from
the hollow unit ball (the volume circumscribed by a sphere
with r ≤ a is not considered, the ball of radius a is re-
moved), and the ball of radius a, see Fig. 3-(b). In case 1),
we can use the full symmetry inside the ball of radius a to
guarantee that r ≥ q. Following the similar principles as in
the case of optimal alignment in Eq. (22), we obtain:

da(a) = 2

∫ a

0

∫ a

0

9q2r2

a3
(6r2q + 2q3)

6rq
dq dr =

36

35
a4.

(25)
In case 2), the integration intervals do not intersect, and the
condition r ≤ q is satisfied. Likewise, we can use the sim-
plified expression without a modulo operator from Eq. (21)
to calculate da,1:

da,1(a) =

∫ 1

a

∫ a

0

3rq

2a3
(6r2q + 2q3) dq dr =∫ 1

a

3

5
r (5r2 + a2) dr = −21a4 − 6a2 − 15

20
.

(26)

By merging Eqs. (25)–(26) we obtain the final d̄(a):

d̄(a) =
36

35
a4− 21a4 − 6a2 − 15

20
=

26 1
4 + 10 1

2a
2 − 3

4a
4

35
.

(27)
Eq. (27) agrees with Eqs. (19) and (22) for the cases of
a volumetric singularity and the optimal volumetric align-
ment, respectively, i.e., d̄(0) = 3

4 , and d̄(1) = 36
35 . The

Figure 4: Average distances d̄(a) as the functions of the template radius
a, for a unit disk in R2 (blue graph) and a unit ball in R3 (green graph).

function d̄ = d̄(a) for the unit ball in R3 is plotted in Fig. 4
(in green).

7. Discussion and Experimental Validation
In Secs. 5.1–6.2 we show that GPE of a singularity is

always smaller than GPE of the optimal alignment under
globally multiply-linked point interactions. The gap be-
tween the energy values of the optimal alignment and singu-
larities is slightly larger for the hollow geometric primitives
(S1 and S2) compared to the volumetric geometric primi-
tives (a unit disk and a unit ball). The gap is larger for 3D
structures (both for hollow and volumetric geometric prim-
itives). Thus, we have analytically shown that a singularity
is an energetically more favourable state if the alignment is
performed as proposed in [14, 15] with the scale parameter.

In addition, we perform multiple experiments with var-
ious shapes (human bodies, animals and 3D surfaces) with
scale optimisation. We select one point cloud (Stanford
bunny [6]) and create multiple initial misalignments by sys-
tematically rotating the template. In total, we obtain 500
initial misalignments by changing the angles around the x-,
y- and z-axes with the angular step size of π

5 radians. All
alignments result in a singularity. Fig. 5-(a) showcases one
registration result with the bunny [6]. The template col-
lapses to the centre of gravity of the reference.

So far, we have not found a configuration which is a non-
singularity and which has a lower GPE than the GPE of a
singularity. As mentioned earlier, many real-world shapes
are homeomorphic to a circle or a sphere which are in focus
of our analysis.

One way to enable scale resolution by rigid gravitational
methods is to restrict point interactions to local neighbour-
hoods or use prior matches, see Fig. 5-(b), -(c). In Fig. 5-(b),
we restrict interactions so that every template point inter-
acts with 30 reference points on average. Both input point
clouds differ by the factor 1.2 in scaling. For the success-
ful scale resolution, interaction volume of every template
point has to encompass the correct corresponding point of
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Figure 5: If template scaling is allowed, globally multiply-linked gravi-
tational point set alignment results in a singularity (a). To remedy scaling
resolution, point interactions can be restricted to local neighbourhoods (b)
or prior matches with high masses can be embedded (c).

the reference. In Fig. 5-(c), all points interact in a globally
multiply-linked manner, and we embed two prior matches.
In the case of prior matches, only corresponding points in-
teract and their masses are orders of magnitude larger than
the default masses. As a result, scale and rotation are re-
solved, and a singularity is avoided. Since point masses in
GA can be set differently, points which are more likely to
correspond can be assigned higher masses in advance.

8. Conclusion
We conclude that in rigid globally multiply-linked grav-

itational point set alignment, allowing for the scale optimi-
sation leads to a singularity, i.e., shrinkage of the template
to the centre of gravity of the reference. We prove for the
regular geometric shapes in 2D and 3D that GPE of a sin-
gularity is always smaller than GPE of the optimal align-
ment. We do not find equienergetic states between optimal
alignments and singularities, as the GPE parametrised by
the average intra-point distances is a monotonically increas-
ing function. For practical applications, this means that it is
highly unlikely that multiply-linked gravitational point set
alignment can resolve the scale. Our experimental valida-
tions with point sets of various shapes and sizes all have
resulted in singularities when aligned in a multiply-linked
manner and allowing for scaling.

We hope that our analysis will help in the development
of robust point set alignment approaches relying on particle
dynamics of the next generation and inspire new directions.
In Sec. 7, we have mentioned some scenarios where scale
resolution with particle dynamics is better posed. In fu-
ture work, we will systematically analyse locally-multiply
linked policies and prior matches in GA. Moreover, we plan
to study how deviations from a circle or a sphere affect the
GPE landscape and the gaps between GPE of singularities
and optimal alignments.

A. Appendix

A.1. Elliptic Integrals

Elliptic integrals of the second kind in the Legendre form
are integrals of type

E(φ, k) =

∫ φ

0

√
1− k sin2 θ dθ. (28)

Initially, elliptic integrals arise in the study of the arc length
problem for ellipses. Elliptic integrals, as a rule, cannot be
simplified and analytically evaluated. There are multiple
methods available for numerical calculation [5, 11].

A.2. Equivalency of Integrals in Eq. (10)

We show that both integrals in Eq. (10) are equivalent:∫ √
a2 + 1− 2a cos θ dθ =

∫ √
a2 + 1 +

4a(1− cos θ)

2
− 2a dθ =

∫ √
4a sin2 θ

2
+

(a− 1)4

(a− 1)2
dθ =

√
(a− 1)2

∫ √
4a sin2 θ

2

(a− 1)2
+ 1 dθ =

2|a− 1|E
(
θ

2
,−

4a

(a− 1)2

)
.

(29)
When a = 1, Eq. (29) cannot be analytically evaluated be-
cause of the elliptic integral. At the same time, we see that

lim
a→1

1

π

∫ π

0

√
a2 + 12 − 2a cos θ dθ =

4

π
. (30)

A.3. The General Case for S2
(
Analysis of Eq. (12)

)
If a = 0 is directly substituted into the left side of

Eq. (12), we obtain 1
2

∫ π
0

sin θ dθ = 1. We also see that

lim
a→0

1

2

∫ π

0

√
1 + a2 + 2a cos θ sin θ dθ = 1. (31)

Due to the 6a divisor in Eq. (12), the function cannot be
evaluated for a = 0.

A.4. The Discretisation of Eq. (18)

Eq. (18) can be evaluated numerically by applying the
composite trapezoidal rule of numerical integration:

d̄ ≈ 8a

πnm

1∑
r=0

r

a∑
q=0

q

a2
|q−r|E

(
θ

2

∣∣∣∣− 4rq

(q − r)2

)∣∣∣∣0
π

, (32)

where n = τ−1 andm = aτ−1 are the numbers of intervals
for r and q, respectively, with the step size τ = 10−2 (both
n and m are chosen as ratios of the respective integration
regions to τ ).
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