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Today’s Schedule 

● Quantum-enhanced Computer Vision (QeCV)
● Foundations of Quantum Computing 

● Gate-based Quantum Computers 
● Quantum Annealers 

● QeCV Methods 
● Multi-Model Fitting (CVPR 2023) 
● Mesh Alignment (ICCV 2021) 

Images: Golyanik and Theobalt. CVPR, 2020. 
              Birdal and Golyanik et al., CVPR 2021. 

medium.com/@quantum_wa/quantum-annealing-cdb129e96601
Tong. The Unreasonable Effectiveness of Physics in Maths. 2017. 
Forschungszentrum Jülich / Sascha Kreklau
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Quantum-enhanced Computer Vision (QeCV) 
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Reasons for Quantum Computers 

GPU (1999) QPU (2020)

FPU (1980s)CPU (1971) NPU

VPU...

NVIDIA DGX A100 (2020)

https://www.x86-guide.net/en/cpu/Intel-4004-CerDIP-cpu-no3575.html
https://www.techpowerup.com/gpu-specs/geforce-256-sdr.c731. 

https://www.nvidia.com/de-de/data-center/dgx-a100/
Tichy. Is quantum computing for real?: an interview with Catherine McGeoch of D-Wave Systems. 2017. 
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Quantum-enhanced Computer Vision

The goal of quantum-enhanced computer vision is the development of innovative computer vision 
techniques (improved or fundamentally new ones) leveraging quantum computational 
paradigms and surpassing classical methods in terms of processing speed, required resources, 
accuracy or the ability to learn patterns from complex visual data. 

Images: https://quantumcomputing.stackexchange.com/questions/4693/how-is-the-polarization-of-a-photon-able-to-hold-quantum-information
medium.com/@quantum_wa/quantum-annealing-cdb129e96601; Rathi et al., BMVC 2023
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Quantum Machine Learning 
(QML) for Computer VisionQUBO Formulations for Computer Vision

● QUBO formulations (predominantly for quantum annealers)  
● Quantum Machine Learning (QML) techniques (for gate-based QCs) 

Images: Birdal et al., CVPR 2021, Seelbach Benkner et al., ICLR 2023, Bhatia et al., CVPR 
2023, Farina et al., CVPT 2023; Rathi et al., BMVC 2023; pennylane.ai/qml/whatisqml/ 

Quantum Computing Paradigms 
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Expected Advantages of Quantum-enhanced 
Methods w.r.t. Classical Techniques

Methods relying on Quantum Annealing: 
● Solutions without relaxations/approximations 
● More accurate solutions w.r.t. classical methods 
● Sampling of possible solutions (incl. sub-optimal) 
● Method characteristics of a new kind

Quantum Machine Learning (QML) models: 
● Faster training/convergence 
● Smaller number of parameters 
● Better generalisation  
● Model characteristics of a new kind

Schematic QML architecture for classification

Images: medium.com/@quantum_wa/quantum-annealing-cdb129e96601; pennylane.ai/qml/whatisqml/
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Quantum-enhanced CV Methods 

Object Tracking [1,2] 

[1] Li and Ghosh. Quantum-Soft QUBO Suppression for Accurate Object Detection. ECCV, 2020. 
[2] Zaech et al. Adiabatic Quantum Computing for Multi Object Tracking. CVPR, 2022. 
[3] Arrigoni et al. Quantum Motion Segmentation. ECCV, 2022. 
[4] Bhatia et al. CCuantuMM: Cycle-Consistent Quantum-Hybrid Matching of Multiple Shapes. CVPR, 2023. 

[5] Farina et al. Quantum Multi-Model Fitting. CVPR, 2023. 
[6] Meli et al. An Iterative Quantum Approach for Transformation Estimation From Point Sets. CVPR, 2022. 
[7] Yurtsever et al. Q-FW: A Hybrid Classical-Quantum Frank-Wolfe for Quadratic Binary Optimization. ECCV, 2022.

Motion Segmentation [3] Mesh Alignment [4]

Robust Model Fitting [5] Transformation Estimation [6] Constrained Optimisation [7] 



9

Foundations of Quantum Computing
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Preface: Terminology and the Definitions

Minor Embedding

Graph minor

In graph theory, an undirected graph H is 
called a minor of the graph G if H can be 
formed from G by deleting edges, vertices 
and by contracting edges. 

Embedding a graph minor to another 
graph (checking if H can be a minor of G). 

Bra–Ket (Dirac)
notation

Compact notation for linear algebra and 
linear operations used in quantum 
mechanics. 

quantum notion classical counterpart

Exemplary definitions: 

Hamiltonian

qubit

eigenstate

ground state

energy function

bit

an energy state

globally optimal energy state

Image: D-Wave
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Preface: Secrets of Learning QeCV

Quantum mechanics isn’t weird, 
we’re just to big.

P. BallR. FeynmanA. Einstein

If [quantum theory] is correct, it 
signifies the end of physics as a science.

I think I can safely say that nobody really 
understands quantum mechanics.

● #1: Be familiar with the QeCV notations! 
● In many cases, they express familiar mathematical notions and operators! 
 

● #2: Do not try to deeply interpret (e.g. geometrically or intuitively) what 
happens, as no satisfactory interpretation can be found. 

Can you do it* with a new kind of computer – a quantum computer?” 
* simulate quantum-mechanical effects

Due to the impossibility to decompose the system into 
individual elements, the state of a quantum automata can be 
seen as multiple states of different virtual classical automata 
simultaneously. 

Y. Manin R. Feynman 

https://www.leifiphysik.de/atomphysik/quantenmech-atommodell/versuche/schroedingers-katze-ein-gedankenexperimen
t
 

https://www.leifiphysik.de/atomphysik/quantenmech-atommodell/versuche/schroedingers-katze-ein-gedankenexperiment
https://www.leifiphysik.de/atomphysik/quantenmech-atommodell/versuche/schroedingers-katze-ein-gedankenexperiment
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Timeline of Quantum Computing

1980/1981: Idea of quantum computing

1996: Grover’s algorithm

1992: Deutsch–Jozsa algorithm

1997: Bernstein–Vazirani algorithm

1994: Shor’s algorithm

1998: First 2- and 3-qubits computers

1999: Superconducting circuit as qubit 

2008: The HHL algorithm for solving systems of 
linear equations

2015: 1k-qubit Quantum Annealer (D-Wave)

2019: IBM Q System One; 53-qubit system (IBM); 
Google’s Sycamore (53 qubits)

2001: Quantum adiabatic evolution algorithm

...

Images: https://prefetch.eu/know/concept/shors-algorithm/; https://quantumai.google/hardware; D-Wave 

2014: Quantum Approximate Optimisation Algorithm

https://prefetch.eu/know/concept/shors-algorithm/
https://quantumai.google/hardware
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Qubits and Their Properties / Bra-Kets

complex numbers

Born’s rule: 

to obtain 

to obtain 

Bra–Ket (Dirac) notation: 

 Image of Advantage sys. 1.1 
(a qubit and a QPU); D-Wave Systems 

https://www.leifiphysik.de/atomphysik/quantenmech-atommodell/versuche/schroedingers-katze-ein-gedankenexperiment  

Qubit measurement

https://www.leifiphysik.de/atomphysik/quantenmech-atommodell/versuche/schroedingers-katze-ein-gedankenexperiment
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Qubit Measurement

Measurement (Born’s rule): 

to obtain 

to obtain 

Image: https://quantumcomputing.stackexchange.com/questions/4693/how-is-
the-polarization-of-a-photon-able-to-hold-quantum-information

either

or
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Two-Qubit Systems

Hilbert spaces (     -dimensional vector spaces): 

* acts on a single qubit * acts on two qubits

A three-qubit GHZ state

Qubit entanglement: 

Bell state

Greenberger, Horne, Zeilinger. Going Beyong Bell’s Theorem. Fundamental Theories of Physics, 1989. 
https://qiskit.org/documentation/tutorials/circuits/01_circuit_basics.html 

https://qiskit.org/documentation/tutorials/circuits/01_circuit_basics.html
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Data Encoding in Quantum-enhanced CV

Images: [1] Schuld and Petruccione, 2021; https://medium.com/@quantum_wa/quantum-annealing-cdb129e96601;  https://pennylane.ai/qml/whatisqml/

Quantum ML for CV (gate-based QC) 

Quantum-enhanced CV (QA paradigm)Approaches to combine quantum 
computing and machine learning [1]

● Encoding (basis, angular, amplitude, 
higher-order) encodes the data;  

● The algorithm is expressed in the 
converged Parametrised Quantum 
Circuits (PQCs) after training. 

● Ising form encodes the problem 
and the data;  

● The algorithm/meta-heuristic is the 
same (quantum annealing). 

Data encoding schemes 
and models/algorithms

https://medium.com/@quantum_wa/quantum-annealing-cdb129e96601
https://pennylane.ai/qml/whatisqml/
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Gate-based Paradigm 
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Quantum Machine Learning

Rathi et al. 3D-QAE. BMVC, 2023. 

Data Encoding

Measurement

Ansatz

Classical DataAnsatz (continued)

Classical Data
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3D-QAE (Fully Quantum Auto-Encoding)

Rathi et al., BMVC 2023.

Scheme of the 3D-QAE approach for 3D point cloud auto-encoding. 
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3D-QAE (Fully Quantum Auto-Encoding)

heuristic fixed energy 
configuration

Rathi et al., BMVC 2023.

Scheme of the 3D-QAE approach for 3D point cloud auto-encoding. 

Amplitude encoding of a single 3D point. 
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Quantum Annealing Paradigm
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Adiabatic Quantum Computation

Farhi et al., 2001 (arXiv:0104129) Kadowaki and Nishimori, 1998 (Phys. Rev. E 58, 5355) 

● Introduces quantum annealing
● Quantum fluctuations instead of thermal fluctuation 

● Application: Finding ground states of the Ising model 
● Quantum tunnelling to escape local minima 

● Introduces adiabatic quantum computation (universal model)
● Relies on the adiabatic theorem of quantum mechanics 
● Application: Combinatorial optimisation problems (NP-hard) 

Adiabatic means that no heat is transferred to or from the system. Possibilities: 
1) Process takes place in an insulated container; 2) Process happens very quickly. 
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Simulated Annealing vs Quantum Annealing

Simulated Thermal Fluctuations
Quantum fluctuations (physical phenomenon) 

Main Parameter: Temperature
Main Parameter: Transverse magnetic field

Quantum-mechanical effects: Tunnelling; qubit 
superposition and entanglement

Kirkpatrick et al. Optimization by Simulated Annealing. Science, 1983.  
Ledesma et al. Simulated Annealing Evolution. Open access peer-reviewed chapter. https://www.intechopen.com/chapters/38520 
Steiger et al. Performance of quantum annealing hardware. Electro-Optical and Infrared Systems: Technology and Applications XII; and Quantum Information Science and Technology, 2015. 
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Transition between Hamiltonians

Transition 
(simplified): 

qubit biases
(individual weights)

qubit couplings
(interaction weights)

[Born and Fock, 1928]: A physical system remains in its 
instantaneous eigenstate if a given perturbation is acting on it slowly 
enough and if there is a gap between the eigenvalue and the rest of 
the Hamiltonian’s spectrum. 

Images: Willsch et al. GPU-accelerated simulations of quantum annealing and the 
quantum approximate optimization algorithm. Computer Physics Communications, 
2022; https://docs.dwavesys.com/docs/latest/c_gs_2.html

gradual transformation (convex combination)

unknown known and easy obtainable 

Adiabatic theorem of quantum mechanics: 

Initial state Ising/QUBO problem 

instantaneous energy levels of

exemplary annealing schedule 
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Adiabatic Quantum Annealing

● Adiabatic quantum computation (AQC): Encodes solution to a computational problem into ground state 
of a time-dependent Hamiltonian (this paradigm is equivalent to the gate-based model) 

● Quantum annealing (QA): Quantum evolution towards the ground states of final Hamiltonians (no 
adiabaticity, no universality or equivalency to the gate-based model) 
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Image: https://medium.com/@quantum_wa/quantum-annealing-cdb129e96601
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From Ising Problem to Ising Hamiltonian

●                is a diagonal                    matrix
● Diagonal entries of                 are obtained through 

enumeration of all costs obtained via                       
●               is often irreducible

● Q is invariant under symmetrisation 
● The weight is added if both binary variables 

are equal to 1

Ising Problem
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Quantum Annealers as Samplers

References: Denil and de Freitas. Toward the Implementation of a Quantum RBM. 2011. Korenkevych et 
al., Benchmarking quantum hardware for training of fully visible Boltzmann machines (2016).

Probability of 
being in state    :

Partition function 
(normalisation 
over all states): 

Perfect adiabatic evolution Practical case (thermal excitations)

gradual transformation (convex combination)

unknown known and easy obtainable 

● QA samples obey approximations to Boltzmann 
distributions (that are difficult to model)

● Low-energy states are more probable  

● QA always finds the ground state 
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D-Wave Quantum Annealers

2000Q (2017) Advantage (2020) Advantage 2 (2024)

● 2048 qubits (16x16x8) 
● Nominal length 4 (internal couplers)   
● Degree 6 (+2 external qubits) 
● Internal and external couplers

● 5640 qubits (~16x16x24) 
● Nominal length 12 (internal couplers)   
● Degree 15 (+3 external qubits) 
● Internal, external and odd couplers 

● 7440 qubits (~15x15x32)  
● Nominal length 16 (internal couplers)   
● Degree 20 (+4 external qubits) 
● Internal, external and odd couplers 

Images: D-Wave Systems
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Minor Embedding (Form of Transpiling)

Successful minor embedding (2000Q)
Fully connected graph 
with 36 logical qubits Minor embedding

Image (left): S. Zbinden et al. ISC High Performance 2020. 
Image (right): Birdal and Golyanik et al. CVPR, 2021. 

Minor Embedding:

Graph minor:
An undirected graph H is called a minor of the 
graph G if H can be formed from G by deleting 
edges, vertices and by contracting edges. 

Embedding a graph minor to another graph 
(checking if H can be a minor of G). 
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Six Steps of a QeCV Method (for QA) 

Initial problem
(e.g., syncronisation of 

permutations)

Six steps of every QeCV algorithm: 
1) QUBO preparation
2) Minor embedding
3) Quantum annealing (sampling)
4) Unembedding
5) Bitstring selection
6) Solution interpretation

Birdal and Golyanik et al. CVPR, 2021. 
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Iterative QeCV Algorithms
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Further Important Topics 

Johnson et al., Nature, 2011.  

qubit technology QA programmingcustom annealing schedules

Programming the D-Wave QPU: Parameters for Beginners

docs.dwavesys.com/docs/latest/c_qpu_annealing.html dwavesys.com/media/qvbjrzgg/guide-2.pdf
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QeCV Methods
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Multi-Model Fitting

Kandinsky, 1923. 
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Multi-Model Fitting

Image credits: ICPR 2020 tutorial on Multiple Parametric Model Fitting 
(organised by A. Fusiello, L. Magri and others). 
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Multi-Model Fitting

input data example: multi-class multiple instance

Goal: To extract from       “best” models that describe      . Models are obtained by 
randomly selecting the minimum number of points to constrain model parameters: 
● Two points for a line (2D) 
● Eight points for a fundamental matrix

Farina et al., CVPR 2023 (arXiv:2303.15444)



37

Random Sample Consensus (RANSAC) 

Image credits: ICPR 2020 tutorial on Multiple Parametric Model Fitting 
(organised by A. Fusiello, L. Magri and others). RANSAC: Fischler and Bolles, 1981. 
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Preference-Consensus Matrix
ϵ

Images: S. Pandey.

residual of point       w.r.t. model 

Preference-consensus 
matrix (of size           )

Data:

Models: 

Farina et al., CVPR 2023 (arXiv:2303.15444)

inlier threshold to assign a 
point to a model
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Preference-Consensus Matrix
ϵ

inlier threshold to assign a 
point to a modelPreference-consensus 

matrix (of size           )

Data:

Models: 

P1

P2

P3

P4

P5

P6

θ1 θ2 θ3

1 0 0
0 1 0
1 0 0
1 1 0
1 0 1
0 0 1

P1

P2

P3

P4

P5

P6

consensus set 
of a model

preference set 
(per point)

Farina et al., CVPR 2023 (arXiv:2303.15444) Images: S. Pandey.

residual of point       w.r.t. model 
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From Set Cover to Disjoint Set Cover

a vector of ones

Select the minimum number of columns of P 
explaining all the rows:  

model selection indication 
(binary vector) 

Set cover: Minimise the number of selected 
models while ensuring that each point is 
explained by at least one of them. 

● The true number of 
models k is known

● Outlier-free data
● Disjoint models

Disjoint set cover: Ensure that each point is 
explained by exactly one model (the consensus sets 
of the selected models are disjoint). 

integer linear 
program (NP-hard)

Farina et al., CVPR 2023 (arXiv:2303.15444)
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From Disjoint Set Cover to a QUBO

Disjoint set cover:  Rectified QUBO:  

convert to a QUBO



42

From Disjoint Set Cover to a QUBO

Disjoint set cover:  Rectified QUBO:  

convert to a QUBO

the final QUBO of the QMMF approach

minor embeddinglogical problem

QA  ...  

Farina et al., CVPR 2023 (arXiv:2303.15444)
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Iterative Decomposed Set Cover (DeQuMF)

Illustration of the iterative pruning technique 
applied to P in DeQuMF over consecutive iterations.

Farina et al., CVPR 2023 (arXiv:2303.15444)
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Quantum Multi-Model Fitting

Farina et al., CVPR 2023 (arXiv:2303.15444)
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Quantum Multi-Model Fitting

Farina et al., CVPR 2023 (arXiv:2303.15444)
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Extension for Outlier Robustness (WiP) 
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Extension for Outlier Robustness (WiP) 
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Robust Multi-model Fitting (3D Example)

Point cloud data: Magri and Fusiello, CVPR 2019. 

Point cloud obtained by image-
based 3D reconstruction. 

The point cloud segmented with 
Robust Multi-Model Fitting Approach. 
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Mesh Alignment

Kang Sung Hoon, Wind Lion-1, 2015
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Mesh Alignment as a Quadratic 
Assignment Problem

Generic shape matching can 
be formulated as QAP: 

● Use a QPU to solve QAP without relaxations, while providing theoretical global optimality guarantees

* The solution space is exponential in n
* NP-hard problem; finding global optima for 
large inputs is unfeasible
* Allows quadratic costs for matching point pairs 
and regards point neighbourhoods  
* Existing methods either do not guarantee 
globally-optimal solutions or have prohibitive 
runtime complexity

Seelbach Benkner et al., ICCV 2021 (arXiv:2105.02878)
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Mesh Alignment
Given:  3D shapes         and        ,  both discretised with       vertices.

    Geometric meaning of                  influences the structure of QAP

Find:     optimal 

Seelbach Benkner et al., ICCV 2021 (arXiv:2105.02878)
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Mesh Alignment
Given:  3D shapes         and        ,  both discretised with       vertices.

    Geometric meaning of                  influences the structure of QAP

Find:     optimal 

Seelbach Benkner et al., ICCV 2021 (arXiv:2105.02878)

k-cycles:  

1 4 6

7 3 8

six-cycle

Disjoint permutations commute:  

1 2

3 4

6

7

5

four-cycle fixed point two-cycle

Any  can be written as  

a product of 2-cycles. 

, i.e., 
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Mesh Alignment

Assume is a set of disjoint cycles.

Consider

initial permutationbinary vector parametrising 

Seelbach Benkner et al., ICCV 2021 (arXiv:2105.02878)

1) Decides if to apply each cycle;
2) The complexity depends on the 
number of cycles (not n). 
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Mesh Alignment

Solve instead 

Computationally expensive to solve: 

… leading to 

(cyclic alpha-expansion)

Seelbach Benkner et al., ICCV 2021 (arXiv:2105.02878)

(not submodular)
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Q-Match

repeat until converged

obtain        and        and choose from them a set of k random and disjoint 2-cycles 

construct a submatrix of worst matches

repeat until every 2-cycle occurred 

choose a random set of 2-cycles 

Initialise         via descriptor-based similarity

calculate         and solve                             on a QPU

apply the obtained permutation to worst matches

NP-hard; decides 
to apply       or not

Seelbach Benkner et al., ICCV 2021 (arXiv:2105.02878)

● Entries of QAP are highly correlated (isometry)
● Target explicitly points with high energy scores based on detection of point mapping inconsistencies  

sets of m vertices with the 
highest mismatch scores 
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Experimental Evaluation

Success rates on 20 
random problems (→). 

Cumulative error (left) and convergence (right) on FAUST. 
Example correspondences 

from the FAUST registrations. 

Seelbach Benkner et al., ICCV 2021 (arXiv:2105.02878)
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Experimental Evaluation

Influence of the problem size on the runtime.

Success probability (left) and the fraction of 
executions where the best solution is the 
optimum (right). 

Minor embedding characteristics.

Seelbach Benkner et al., ICCV 2021 (arXiv:2105.02878)
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Examples of Minor Embeddings

40 worst vertices 50 worst vertices8, 16, 24, 32 worst vertices

Seelbach Benkner et al., ICCV 2021 (arXiv:2105.02878)
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4D and Quantum Vision (4DQV) 
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4D and Quantum Vision (4DQV) Group
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4DQV and Collaborators 

Speaker Shuteng Marcel Natacha

MPI for Informatics, Saarbrücken, Germany Visiting D-Wave Headquarters, 
Burnaby, BC (2023)

Federica Luca Willi Elisa

Research Interests: 
● 3D/4D Reconstruction and Neural Rendering 
● 4D Generative Models  
● Quantum-enhanced Computer Vision/Visual Computing 

Tolga Michael Zorah Tat-Jun

Christian
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Overview of Activities Related to QeCV

● Invited Lecture at the European Summer School on Quantum AI (EQAI) 2024
● Guest Editor at IEEE CG&A (Special Issue on Quantum Visual Computing, 2024) 
● Teaching at Saarland University: 

● QCV within the lecture Advanced Topics in Neural Rendering and Reconstruction in WS 23/24 
● Seminar Quantum Computer Vision and Machine Learning (QCVML) in WS 23/24  

● The QCVML Workshop at international Computer Vision conferences (CVPR 2023, ECCV 2024) 
● Presentations at QTML 2023 and 2024 (tentatively) 

2nd QCVML Workshop / ECCV 2024Special Issue of CG&ALecture at Saarland University
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Conclusions

● Ising encodings for MMF and mesh alignment bring advantages w.r.t. previous methods 
● Optimising over swaps is more efficient than over permutation matrices (cyclic alpha expansion)
● QA works for moderate problem instances but is not in step with SA yet

● Iterative nature of algorithms relying on QA compensates for hardware imperfections 
● QeCV approaches relying on simulation can have higher accuracy than classical algorithms 
● CV and QeCV are experimental research fields (mostly driven by experimental results): 

● Understand the problem: Does it have a combinatorial optimisation part? 
● Can the combinatorial part be mapped to the Ising form? 
● What has to be and can be pre-processed on the CPU?

Magri and Fusiello, CVPR 2019.
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Thanks! Questions? 
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The Corresponding Unitary Transformation

Time-dependent Schrödinger Equation Solution to time-dependent Schrödinger Equation 
(instantaneous unitary transformation for time t)

Unitary transformation that 
evolves the state from t = 0 to t=T

Final wavefunction at t = T

Time-dependent Hamiltonian in QA Final Ising Hamiltonian (representing the Ising problem)


