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Modern Video Game Development 2

Horizon Zero Down Prototypes Elden Ring 3D Model Showcase

Video sources: https://www.youtube.com/watch?v=h9tLcD1r-6w; https://www.youtube.com/watch?v=WoqDjsiRmyA 
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Modern Video Game Development

Video sources: https://www.youtube.com/watch?v=tS51M7oHnKM; https://www.youtube.com/watch?v=jKXJ6QpPgGQ

Example: TopSpin 2k25 (2024) Marker-based Motion Capture 
(Roger Federer)
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...is extremely expensive (1-10M€ cost range) 
● Software licenses (1k-10k€/year) 
● Professional multi-camera systems (1k-10k€ per camera) 
● HPC system with TBs of storage (>>10k€) 
● Professional actors or players (10-100€/h) 

Image source: https://www.gamereactor.de/top-spin-2k25-1303003/

Screenshots of Top Spin 2K25 (2024)

Examples (leading and award-winning games): 
● Battlefield 2042: €2B 
● Elden Ring: €190M 
● Horizon Zero Down: 100M€
● Marvel’s Spider Man: €95M 

Modern Video Game Development
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Neural Video Game Simulation 5

Image: https://kevurugames.com/blog/best-game-engines-2022-pros-cons-and-top-
picks-for-different-types-of-games/

● Vast software ecosystems 
● Extensible and reusable software
● Organised into multiple components 

● Rendering engine
● Resource manager 
● Animation manager
● Gameplay foundation system 

(game rules and AI/logic) 

References (left): Gregory, 2018, Müller et al., 2020.

Classical Game Engines
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Neural Video Game Simulation 5

Image: https://kevurugames.com/blog/best-game-engines-2022-pros-cons-and-top-
picks-for-different-types-of-games/

● Vast software ecosystems 
● Extensible and reusable software
● Organised into multiple components 

● Rendering engine
● Resource manager 
● Animation manager
● Gameplay foundation system 

(game rules and AI/logic) 

References (left): Gregory, 2018, Müller et al., 2020.

Classical Game Engines Neural Game Simulation

● New Research Trend: Video game simulation using NN 
● Objective: To train NN to synthesise videos based on prompts 
● Games as an evolution of an environment driven by the actions of its agents 
● Current SotA with discrete actions: 

● Learning discrete action representation [Menapace et al., 2022]
● Actions as a learned set of geometric transformations [Huang et al., 2022]
● Separating actions into a global shift and a discrete action components 

[Davtyan and Favaro 2022] 

[Davtyan and Favaro 2022]
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Playable Environments 6

Menapace et al, 2022.
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Playable Environments 

Menapace et al, 2022.
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Playable Environments 

Menapace et al, 2022.
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Playable Environments 9

The Synthesis Module

Pros
● Can generate novel views 
● Does not require action label in the data 
● Represents complex 3D scenes (NeRF renderer) 

Playable Environments

Menapace et al, 2022.



Vladislav Golyanik 

Playable Environments 9

The Synthesis Module

Pros Cons
● Can generate novel views 
● Does not require action label in the data 
● Represents complex 3D scenes (NeRF renderer) 

● Learns discrete action representation (no semantic control)
● Auto-regressive generation conditioned on labels: Does not 

support prompts for constraint- or goal-driven generation 
● Adversarially trained LSTM animation module

● Comparably low image resolution/checkerboard artifacts 
● Does not support small objects / human details
● Compositional NeRF is not efficient

Playable Environments

Menapace et al, 2022.
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Enabling Fine-grained Control 10

Motivation: We are interested in fine-grained 
constraint and goal-driven generation! 

Limitation: Discrete action representation 
does not allow semantic control.
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Enabling Fine-grained Control 10

Motivation: We are interested in fine-grained 
constraint and goal-driven generation! 

A possible way to enable it: Game models 
augmented with prompts specified as a set of 
natural language actions and desired stated. 

“hit the ball with a backhand and send it to the right service box” 

“the [other] player does not catch the ball”

Limitation: Discrete action representation 
does not allow semantic control.

Play the game → 
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Improved Rendering

Limitations of PE related to the rendering scene quality: 
Low image resolution, checkerboard artefacts, low quality for 
small objects and details, slow/inefficient compositional NeRF. 

[Tretschk et al., 2021] [Weng et al., 2022] 

[Fridovich-Keil et al., 2022] 

11

PE: Menapace et al, 2022.
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Related Works

Learned Character Animation / Text-driven Generation

[Holden et al., 2020] [Starke et al., 2019] 

[Zhang et al., 2024] [Dabral et al., 2023] 

[Zhang et al., 2024] 
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Related Works

Learned Character Animation / Text-driven Generation

[Holden et al., 2020] [Starke et al., 2019] 

[Zhang et al., 2024] [Dabral et al., 2023] [Ghosh et al., 2023] 

[Zhang et al., 2024] 
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Promptable Game Models (PGMs): Text-guided 
Game Simulation via Masked Diffusion Models 
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Animation of 3D Virtual Characters



Vladislav Golyanik 

Overview: PGM as a State Machine

2) generates an image given 
the  an environment state 
(image renderer) 

1) models the game dynamics: player 
actions and interactions in the space 
of the environment states (evolution 
of the environment in time) 

= text

frame i frame i+1 frame i+2 ... T

= kinematic tree

diffusion timestep

15
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Overview: PGM as a State Machine

user-provided 
conditioning 

signals 

environment 
states 

2) generates an image given 
the  an environment state 
(image renderer) 

1) models the game dynamics: player 
actions and interactions in the space 
of the environment states (evolution 
of the environment in time) 

= text

frame i frame i+1 frame i+2 ... T

= kinematic tree

diffusion timestep
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Overview: Control and Training

Two ways of controlling through prompts: 
● Explicit manipulation or
● High-level text-based editing. 

Example: Change          of the tennis ball 

Example: "The player takes several steps to 
the right and hits the ball with a backhand"

High-level, yet fine-grained control over 
the evolution of the environment. 

Training: A dataset of camera-calibrated 
videos with per-frame annotations (s and a).

16
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PGMs: Fine-grained Control

Different predicted sequences starting from the same initial state and altering the text conditioning. The model supports 
fine-grained control over the various tennis shots using technical terms (e.g., “forehand”, “backhand”, “volley”). 
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PGMs: Fine-grained Control

Different predicted sequences starting from the same initial state and altering the text conditioning. The model supports 
fine-grained control over the various tennis shots using technical terms (e.g., “forehand”, “backhand”, “volley”). 
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Animation Module (AM)

conditioning values: 

text 

Temporal model based on 
non-autoregressive transformer

pre-trained LM in a text 
encoder to model action 
conditioning information

[Raffel et al., 2022] 
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Animation Module (AM)

conditioning values: 

text 

Temporal model based on 
non-autoregressive transformer

pre-trained LM in a text 
encoder to model action 
conditioning information

sampled according to various 
strategies emulating desired 
inference tasks 

[Raffel et al., 2022] 

AM predicts                    as a progressive denoising process                    .

acts as a noise estimator predicting Gaussian noise          in the noisy sequence 

of unknown states       :

conditioning on k through 
weight demodulation 
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Animation Module (AM)

Minimising the DDPM training objective
[Ho et al., 2020]: 

Training details: 
● ADAM optimiser [Kingma and Ba, 2015]
● LR of 10e-4 
● Cosine schedule
● 10k warm-up steps
● 2.5M training steps in total
● batch size of 32
● T = 16
● K = 1000 
● Linear noise schedule

19
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Synthesis Module (SM)

● Coarsely follows Playable Environments [Menapace et al., 2022]

20
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Synthesis Module (SM)

● Coarsely follows Playable Environments [Menapace et al., 2022]

Canonical PoseDeformation Model
[Weng et al., 2022]

composition of independent objects
(parametrised with voxel grids) 

[Fridovich-Keil et al., 2022] 

+ fully-opaque planes 

Point in the deformed 
ray space

20
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Synthesis Module (SM)

● Coarsely follows Playable Environments [Menapace et al., 2022]

Style Encoder

Feature Enhancer (CNN):
G in, an RGB image out

Feature Grid

Canonical PoseDeformation Model
[Weng et al., 2022]

composition of independent objects
(parametrised with voxel grids) 

[Fridovich-Keil et al., 2022] 

+ fully-opaque planes 

Point in the deformed 
ray space

20



Vladislav Golyanik 

SM: Object-specific Rendering

x-axis

Tennis scenes with and without inserted rackets.

shutter opens shutter closes 

Ball rendering

21
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Synthesis Module (SM)

Imposed on samples image patches: 
● L2 reconstruction loss
● Perceptual loss [Johnson et al. 2016]

Training details: 
● ADAM optimiser [Kingma and Ba, 2015]
● LR of 10e-4, exponential decrease to 10e-5
● 10k warm-up steps
● 300k training steps in total
● Videos of 1024x576px resolution 
● 180x180px patch resolution 

22
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Applications
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Unconditional Sequence Generation 23
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Application: Opponent Modelling
response by running to the right (top)

response by running towards the net (bottom) 

24
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Action-conditioned Sequence Generation

Initial State

25



Vladislav Golyanik 

Prompt-based Sequence Modification

While in the original sequence the bottom player aims its response to the center of the field where 
the opponent is waiting, the model now successfully generates a winning set of moves for the 

bottom player that sends the ball along the left sideline, too far for the top player to be reached. 

26
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“The [top] player does not catch the ball”

original video = 
bottom player loses

Example 1

27
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“The [top] player does not catch the ball”

1/2 original video + 
text prompt = 

bottom player wins

Example 1
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“The [top] player does not catch the ball”

original video = 
bottom player loses

Example 2
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“The [top] player does not catch the ball”

1/2 original video + 
text prompt = 

bottom player wins

Example 2
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Style Swap 31
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Tennis and Minecraft Datasets
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Tennis and Minecraft Dataset

Image: [Zhang et al., 2023]

Tennis dataset (broadcast tennis matches): 
● 7.1k video sequences (1920x1080px at 25 fps)
● 15.5h
● 1.12M fully-annotated frames 
● 25.5k unique captions and 915 unique words
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Tennis and Minecraft Dataset

Image: [Zhang et al., 2023]

Minecraft dataset (from the video game): 
● 61 videos (1024x576px at 20fps)
● 1.21h
● 68.5k fully-annotated frames
● 1.24k unique captions with 117 unique words

33
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Tennis and Minecraft Dataset 34
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Annotation and Training Costs

Full model: 
● Eight A100 (40GB Global Memory) 
● Tennis dataset: Four days (844$)
● Minecraft dataset: Two days (422$) 

Reduced model: 
● Four A100 (40GB Global Memory) 
● Tennis dataset: Three days (317$)
● Minecraft dataset: Two days (211$) 

Tennis dataset: 
● Professional labelling team (833$/h) 
● Initial annotation: 13.5k$ in total
● Comparable amount for remaining 

annotation and training (development)

dataset statistics 

35
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Experimental Results
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Quantitative Results (AM and SM)  

Synthesis ModuleAnimation Module

Reconstruction tasks for AM evaluation: 
● Video prediction conditioned on actions
● Unconditioned video prediction

● Opponent modeling
● Sequence completion

* results averaged over all tasks

36
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Comparison to PE and Ablation Study

PGM generates sharper players and static scene elements. 
PE and PE+ produce checkerboard artifacts

37
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Quantitative Results (SM and AM)  

The model uses the first-frame object 
properties and all actions as conditioning.
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Evaluation Breakdown and Other Tests

● Robustness to prompt variations
● AM (Inference Tasks) 
● AM Masking Strategies Ablation 
● AM Dataset Size Ablation
● Alternative Samplers

39
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Implausible Actions

the left movement 
command is ignored

40
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Camera Manipulation 41
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Limitations

● No AM conditioning on scene geometry
● Tennis scenario: Overfitting with less than 60% of the data
● Foot sliding artefacts

● No explicit physics modelling 
(everything is learnt from data) 

● Not real-time (AM: 1.08fps) 

Novel scene views Foot sliding, slight jitter
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Conclusion and Take-home Messages

● Textual action representation is crucial for unlocking fine-grained control over the generation 
● PGMs outperforms previous PE approach in the rendering quality, generation of state sequences and 

obeying the conditioning signals (thanks to recent advances in ML and neural rendering) 
● DM in the animation module learns the multimodal distribution well 

● PGMs enable compelling constraint-and goal-driven generation applications (such as opponent 
modelling, state inpainting, game analysis) 

● There are many possible future extensions 

Project page: snap-research.github.io/promptable-game-models/
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Today’s Talk

With Willi Menapace (University of Trento), 
Aliaksandr Siarohin (Snap Inc.), Stéphane Lathuilière 
(LTCI, Télécom Paris, Institut Polytechnique de 
Paris), Panos Achlioptas (Snap Inc.), Sergey Tulyakov 
(Snao Inc.) and Elisa Ricci (University of Trento). 

Project page: snap-research.github.io/promptable-game-models/

Menapace et al., arXiv:2303.13472

Intern at 4DQV/MPI-INF, 2021-2022
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Diffusion Models in Visual Computing

Po, Wang, Golyanik et al. EUROGRAPHICS, 2024.

Sec. 3 Fundamentals of Diffusion Models

Sec. 7 Towards 4D Spatio-temporal Diffusion

7.3 4D Scene Generation and Editing
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4DQV: Research Interests

3D/4D Reconstruction 
and Neural Rendering

4D Generative Models Quantum CV

Images: Kappel et al., 2024, Shimada et al., 2023, Millerdurai et al., 2024, 
Shimada et al., 2024, Dabral et al., 2023, Seelbach Benkner et al., 2023, Bhatia et al., 2023. 
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Thanks! Questions?


