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Abstract

Cycles in graphs play an important role in many applications, e.g., analysis of electrical
networks, analysis of chemical and biological pathways, periodic scheduling, and graph
drawing. From a mathematical point of view, cycles in graphs have a rich structure. Cycle
bases are a compact description of the set of all cycles of a graph. In this paper, we survey
the state of knowledge on cycle bases and also derive some new results. We introduce
different kinds of cycle bases, characterize them in terms of their cycle matrix, and prove
structural results and apriori length bounds. We provide polynomial algorithms for the
minimum cycle basis problem for some of the classes and prove APX -hardness for others.
We also discuss three applications and show that they require different kinds of cycle
bases.
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Figure 1: The inclusion diagram of cycle bases and the complexity status of their minimum
weight cycle basis problems.

1 Introduction

Cycles in graphs play an important role in many applications, e.g., analysis of electrical net-
works, analysis of chemical and biological pathways, periodic scheduling, and graph drawing.
From a mathematical point of view, cycles in graphs have a rich structure. Cycle bases are a
compact description of the set of all cycles of a graph and cycle bases consisting of short cycles
or, in weighted graphs, of small weight cycles are interesting both mathematically and from
an application viewpoint. In the applications above, sparse descriptions are to be preferred.

The study of cycle bases dates back to the early days of graph theory; MacLane (1937)
gave a characterization of planar graphs in terms of cycle bases. Within the last ten years,
many new results on cycle bases have been published, most notably a classification of different
kinds of cycle bases, structural results, apriori bounds on the length and weight of minimum
cycle bases, polynomial time algorithms for constructing exact or approximate minimum cycle
bases of some kinds, and hardness results for other kinds of minimum cycle bases.

In this paper, we survey these results and als provide some new ones. Figure 1 shows
the landscape of cycle bases. We will review the different kinds of cycle bases in Sections 2
and 3: directed, undirected, integral, weakly fundamental, totally unimodular, and strictly
fundamental bases, and 2-bases. In Section 3, we characterize the different kinds in terms
of properties of their cycle matrices. For example, undirected cycle bases are characterized
by the fact that the determinant of their cycle matrix is odd and integral cycle bases are
characterized by the fact that their determinant is ±1. We will establish the inclusion map
and show that the different classes lead to different minimum cycle basis problems. We will
also establish many structural results.
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Section 4 deals with apriori length and weight bounds on minimum cycle bases. We
will prove results of the following kind: every graph of n nodes and m edges has a weakly
fundamental cycle basis of length O(m log m/ log(m/n)). We will also show that there are
graphs for which every basis has length Ω(m log m/ log(m/n)).

In Section 5, we will give polynomial time algorithms for constructing minimum weight
directed, undirected and planar cycle bases. We will also discuss approximation algorithms.

Section 6 treats hardness results; in particular, APX -hardness of the minimum cycle basis
problem for weakly fundamental and strictly fundamental bases. Figure 1 summarizes the
complexity results. For two classes the complexity is open:

Open Problem 1. Resolve the complexity status of computing minimum weight integral and
minimum weight totally unimodular bases.

Finally, Section 7 discusses three applications of cycle bases; we will see that they require
different kinds of cycle bases. The analysis of electrical circuits does not require any partic-
ular kind of cycle basis, whereas periodic scheduling requires integral cycle bases, and graph
drawing needs strictly fundamental bases.

The paper mostly surveys known results, but it also contains several new ones. In partic-
ular, we give additional structural and characterization results, we obtain tight length bounds
for weakly fundamental cycle bases for the full spectrum of graph densities, we give a sim-
plified algorithmic treatment of directed cycle bases, and we present the first algorithms for
minimum cycle bases in the presence of negative edges. In each section, we also state open
problems.

This survey is targeted at mathematicians and computer scientists. We give complete
proofs for most results to make the survey self-contained. We wrote the survey because this
area has developed quickly in the past decade and is still a rich source of open problems.

4



2 Definitions

An (undirected) graph is a pair G = (V,E), where V is a finite set, and E is a family of
unordered pairs of elements of V . The elements of V are called vertices or nodes and the
elements of E are called edges. An edge e = {v,w} is incident to the vertices v and w; v and
w are the endpoints of e. The same pair {v,w} may occur several times in E; we refer to a
pair occurring more than once as a multiple edge. Graphs without multiple edges are called
simple. An edge of the form {v, v} is called a loop. The degree deg(v) of a vertex v is the
number of times v occurs as an endpoint of an edge. Observe that a loop {v, v} contributes
two to the degree of v. We use δ(v) to denote the set of edges incident to v; a loop {v, v}
appears twice in δ(v).

A (directed) graph is a pair D = G = (V,A), where V is a finite set, and A is a family of
ordered pairs of elements of V . The elements of V are called the vertices or nodes of G, and
the elements of A are called the (directed) edges or arcs of G. We use G = (V,E) to denote
directed and undirected graphs and D = (V,A) to denote directed graphs. The vertices v
and w are called the tail and head of the arc e = (v,w), respectively; e is said to leave v and
to enter w; it is incident to v and w. The notions multiple edge, simple graph, and loop are
defined analogously as for undirected graphs. The outdegree outdeg(v) and indegree indeg(v)
of a vertex v are the number of times v occurs as the tail and head, respectively, of an edge.
Observe that a loop (v, v) contributes one to both the indegree and the outdegree of v. We
use δ+(v) and δ−(v) for the edges leaving and entering v, respectively.

We use n and m to denote the number of nodes and edges or arcs, respectively, i.e.,
n = |V | and m = |E| or m = |A|. We use the notation e = vw to denote both directed and
undirected edges, i.e., the notation stands for the directed edge (v,w) and the undirected edge
{v,w}. Every directed graph D can be turned into an undirected graph G(D) by ignoring the
orientation of the edges and every undirected graph G can be turned into a directed graph
by orienting the edges arbitrarily; we call D an orientation of G. In this way, we can view
every graph as directed.

A subgraph G′ = (V ′, E′) of G is a graph with V ′ ⊆ V and E′ ⊆ E. If V ′ is a subset of
V , G− V ′ denotes the graph obtained by removing all vertices in V ′ and their incident edges
from G. A path P from v to w in G is a subgraph of G with V ′ = {v0 = v, v1, · · · , vk = w}
with vi 6= vj and E′ = {x0x1, x1x2, . . . , xk−1xk}. We write P (v,w) if we want to emphasize
that P is a path from v to w. The length of a path is the number of its edges. An undirected
graph is connected if there exists a path from any vertex to every other vertex. A vertex v in
a connected graph G is called an articulation point, or cut vertex, if G−v is disconnected. An
undirected graph is biconnected if it has no articulation point. A directed graph is connected
if the underlying undirected graph is connected. Any maximal connected subgraph of G is
called a connected component. A graph T is a tree if it is connected and has n − 1 edges.
A subgraph G′ of a connected graph G is called a spanning tree if it constitutes a tree on
all vertices in G. If G is not connected, any union of spanning trees for each connected
component is called a spanning forest.

A cycle in an undirected graph is a subgraph in which every vertex has even degree. A
cycle is a circuit if it is connected and every one of its vertices has degree two. If C1, . . . , Ck

are cycles, C1 + . . . + Ck consists of all edges that are contained in an odd number of Ci’s;
the sum is again a cycle. An undirected cycle basis is a minimal set of circuits such that any
cycle can be written as a sum of the circuits in the basis.

We next generalize the notion of an undirected cycle basis. Let κ be a field. A κ-cycle C
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Figure 2: An orientation D of the undirected wheel graph W5, and four circuits C1 to C4 in D.
The edges of D are numbered from e1 to e8. The circuit C1 uses the edges e1, e2, e3, and e5

in forward direction and the edge e8 in backward direction. Thus C1 = (1, 1, 1, 0, 1, 0, 0,−1).
The cycles C1 to C4 form a directed cycle basis of D. The cycle C consisting of edges 1 to 4
is represented as: C = (1, 1, 1, 1, 0, 0, 0, 0) = (C1 + C2 + C3 + C4)/3.
Let G be the underlying undirected graph, let π(Ci) be the undirected cycle corresponding to
Ci, and let π(C) be the undirected cycle corresponding to C. Then π(C1) = (1, 1, 1, 0, 1, 0, 0, 1)
and π(C) = π(C1)⊕ π(C2)⊕ π(C3)⊕ π(C4). The circuits π(C1) to π(C4) form an undirected
cycle basis of G.
The set {C1, C2, C3, 2C4} is also a directed cycle basis of D. However, π(2C4) = 0 and hence
{π(C1), π(C2), π(C3), π(2C4)} is not an undirected cycle basis of G. There are less trivial
reasons for a directed cycle basis not projecting into an undirected cycle basis.

in a directed graph D is a vector in κA such that for any vertex v we have

∑

e∈δ+(v)

Ce =
∑

e∈δ−(v)

Ce;

here Ce denotes the component of C indexed by e. Instead of Ce, we will also sometimes
write C(e). We prefer the latter notation when C = Ci belongs to an indexed family of
cycles. In other contexts, cycles are sometimes referred to as circulations and the constraint
∑

e∈δ+(v) Ce =
∑

e∈δ−(v) Ce is called flow conservation. The set

Cκ(D) = {C | C is a κ-cycle of G}

forms a vector space over κ, the κ-cycle space of G; if C1 and C2 are cycles and λ ∈ κ is a
constant, we have

(C1 + C2)(e) = C1(e) + C2(e) and (λC)(e) = λC(e)

for all edges e. The support of a cycle is the set of edges e with Ce 6= 0. A cycle is simple if
Ce ∈ {−1, 0, +1} for all e, and a simple cycle is a circuit if its support is connected and for
any v there are at most two edges in the support incident to v. A κ-cycle basis is a set of
circuits forming a basis of the cycle space. Any cycle basis consists of ν := m− n + 1 circuits
(see Theorem 2.3). If D and D′ are orientations of the same undirected graph G, their cycle
spaces Cκ(D) and Cκ(D′) are isomorphic. Indeed, if C ∈ κA is a cycle in D, the corresponding
cycle in D′ is obtained by reversing the sign of those components Ce, where e is oriented
differently in D and D′. We conclude that the vector space Cκ(D) does not depend on the
orientation D; it is uniquely defined by the underlying undirected graph G. Hence, we may
also write Cκ(G).
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Particularly interesting are the cases κ = Z2 = GF (2), the field of two elements, and
κ = Q, the field of rationals. In these cases, the cycle space and cycle basis are referred to as
undirected or directed cycle space and basis, respectively.

In Z2, −1 = +1 and +1 is the only non-zero element in the field. Thus a Z2-cycle or
simply, a cycle, is a vector C ∈ ZE

2 such that
∑

e∈δ(v) Ce = 0 for any vertex v. A cycle may
alternatively be viewed as a set of edges; e belongs to C iff Ce = 1. We use C to denote the
vector in ZE

2 , the corresponding subset of E, and also the subgraph (V ′, C), where V ′ is the
set of vertices having at least one edge in E incident to it. A cycle is an even or Eulerian
subgraph, i.e., every vertex has even degree in C. Conversely, any even subgraph is a cycle.

A Q-cycle C has components in Q; we call it a directed cycle if all components of C are
integral. Directed cycles may use arcs in forward (Ce > 0) or backward (Ce < 0) direction.
If any arc is replaced by Ce copies of itself and, in addition, the direction of all arcs e with
Ce < 0 is reversed, then we end up with a digraph in which the indegree of every vertex is
equal to its outdegree.

Let D be a directed graph and let G = G(D) be the underlying undirected graph. For
any directed cycle C of D, let π(C) :=(Ce mod 2)e∈E . Then π(C) is an undirected cycle in
G. We call π(C) the projection of C.

Figure 2 illustrates these definitions. In addition, it provides a first example showing that
directed cycle bases do not necessarily project into undirected cycle bases. However, a set of
dependent cycles projects into a set of dependent cycles. Indeed, let Ci, i ∈ I, be a family
of dependent directed cycles. Then

∑

i∈I λiCi = 0, with λi ∈ Q not all zero. Here 0 denotes
the zero-vector in QE. We may assume λi ∈ Z not all even. Then

∑

i∈I(λi mod 2) π(Ci) =
0 mod 2 and at least one coefficient λi mod 2 is nonzero. Thus the π(Ci), i ∈ I, are dependent.

We use + and Σ to denote addition in Q and in GF (2) (and also in GF (p) for prime p).
The distinction will usually be clear from the context. If both fields occur in the same
argument, as in the paragraph above, we will emphasize the difference by the additional
operator “mod 2”.

We may also lift undirected cycles from an undirected graph G to an orientation D of G.
Let C ′ be any undirected cycle in G. We call C ∈ {−1, 0, +1}A a lifting of C ′ if C projects to
C ′. For a circuit C ′ the lifting is unique up to sign. Clearly, if C ′ lifts to C then C projects to
C ′. Algorithmically, we may lift as follows: Assume C ′ to be connected (components are lifted
independently) and consisting of k edges. Since an undirected cycle is a Eulerian subgraph of
G, there is a closed traversal (e0, . . . , ek−1) of the edges of C ′, i.e., ei = {vi, vi+1} for 0 ≤ i < k
and v0 = vk. This traversal defines a simple cycle C in D; we have Ce = 0 if C ′ does not
contain e and Ce = +1 (−1) if the traversal uses e in forward (backward) direction.

A weighted graph is a graph together with a weight function w : E → R. If the graph is
unweighted, we set w : E → 1 and call w the uniform weight function. The weight of a set
of edges is the sum of the weights of its members. The weight and length of a simple cycle C
are

w(C) :=
∑

e

|Ce|w(e) and |C| :=
∑

e

|Ce|, respectively.

In an unweighted graph, weight and length are identical. The weight of a cycle basis B is the
sum of the weights of its cycles, i.e.,

w(B) =
∑

C∈B

w(C) .
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e7e7e7
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Figure 3: An orientation D of the undirected wheel graph W5 and four circuits C1 to C4 in D.
The edges are numbered from e1 to e8. The edges {e5, e6, e7, e8} form a spanning tree T of D.
Circuit C1 is induced by non-tree edge e2 and uses edges e2 and e6 in forward direction and
edge e7 in backward direction. Thus C1 = (0, 1, 0, 0, 0, 1,−1, 0). Cycles C2, C3, and C4 are
obtained in an analogous way. The set {C1, C2, C3, C4} is a strictly fundamental cycle basis
of D.

A minimal κ-cycle basis, or MCB, of G is a κ-cycle basis with minimal weight. We assume that
there are no simple cycles of negative weight; such weight functions are called conservative. For
most of our algorithms, we need to assume that weights are non-negative, i.e., w : E → R+.

We close this section with a first theorem. Every graph has a κ-cycle basis and the
dimension of the κ-cycle space is given by the graph’s cyclomatic number ν := m− n + CC ,
where CC denotes the number of connected components of G. On the way, we get to know a
particularly simple set of cycles, the fundamental cycles with respect to a spanning forest. Let
G be an (undirected or directed) graph and let T be a spanning forest of G. For any non-tree
edge e, let Ce

T be the circuit consisting of e and the tree path connecting the endpoints of e.
In the case of a directed graph, we use e in forward direction and traverse the tree path from
the head of e to the tail of e; Figure 3. We call Ce

T the fundamental circuit defined by T and
e.

Lemma 2.1. Let G be a graph and let T be any spanning forest of G. Let C be a cycle that
uses only edges in T , i.e., Ce = 0 for e 6∈ T . Then C = 0.

If C and C ′ are cycles with Ce = C ′
e for all e 6∈ T , then C = C ′.

Proof. The support of C is contained in T . If the support were non-empty, there would have
to be a vertex v having exactly one incident edge with Ce 6= 0. This is cleary impossible and
hence the support must be empty.

Assume next that C and C ′ are cycles with Ce = C ′
e for all e 6∈ T . Then C −C ′ is a cycle

with (C − C ′)e = 0 for all e 6∈ T . Thus C − C ′ = 0.

Lemma 2.2. Let B be a set of cycles in G and let T be any spanning forest of G. For any
cycle C ∈ B, let C ′ be its restriction to N := E \ T . The cycles are linearly independent if
and only if their restrictions to N are linearly independent.

Proof. Clearly, linear dependence of the cycles implies linear dependence of their restrictions.
Conversely, assume that there is a non-trivial linear combination of the restrictions that yields
the zero vector, i.e.,

∑

C∈B λCC ′ = 0N . Here 0N denotes the zero vector over index set N .
Then

∑

C∈B λCC is a cycle that uses only tree edges and hence is equal to 0.

Thus, we may restrict attention to the restricted incidence vectors when discussing ques-
tions of linear independence.
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Theorem 2.3 (Dimension of the Cycle Space of a Graph). The dimension of the κ-cycle
space of a graph G is given by its cyclomatic number

ν = m− n + CC,

where CC denotes the number of connected components of G. Moreover, if T is any spanning
forest of G, the set of fundamental circuits with respect to T forms a basis.

Proof. The number of fundamental circuits is equal to ν, because a connected component
with m′ edges and n′ vertices contributes m′ − (n′ − 1) fundamental cycles. Let N be the
set of non-tree edges. The fundamental cycles are clearly independent since any edge e ∈ N
is contained in Ce

T and in no other circuit. It remains to prove that the set of fundamental
circuits spans all cycles. Let C be an arbitrary cycle. Consider the cycle

C̃ :=
∑

e∈N

CeC
e
T .

We claim that C = C̃. Indeed, for any e ∈ N , we have C̃e = Ce and hence C − C̃ is a cycle
using only edges of T . Thus C − C̃ = 0.

The following lemma is a first step towards clarifying the relation between directed and
undirected cycle bases.

Lemma 2.4. Let D be a directed graph, let B = {C1, . . . , Cν} be a set of circuits in D,
let G be the underlying undirected graph, and let π(B) = {π(C1), . . . , π(Cν)}. If π(B) is an
undirected cycle basis of G then B is a directed cycle basis of D.

Proof. We have already shown that a set of dependent cycles projects into a set of depen-
dent cycles. Hence π(B), being an undirected cycle basis, implies that the cycles in B are
independent. Also, ν must be equal to the cyclomatic number of D since π(B) is a basis.
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3 Classification of Cycle Bases

We present seven classes of cycle bases and provide characterizations for them. We will show
that each class gives rise to its own minimum cycle basis problem. The complexity of the
minimum cycle basis problem differs widely. For three classes the problem is polynomial time,
for two classes the problem is NP-complete, and for two classes the status is unknown. This
section is mainly based on Liebchen and Rizzi (2007); the missing proofs can be found there.

Definition 3.1 (Classes of Cycle Bases). A directed cycle basis (D-basis) B = {C1, . . . , Cν}
of a graph D is called a(n):

1. undirected or U-basis, if the projections π(Ci) of the basic circuits Ci onto the under-
lying undirected graph G(D) constitute a cycle basis of G(D);

2. integral or I-basis, if each cycle C of D can be written as an integer linear combination
of circuits in B, i.e.

∃λi ∈ Z : C = λ1C1 + · · · + λνCν ;

3. zero-one or1 TUM-basis, if each cycle C ′ of G(D) has an orientation C that can be
written as a linear combination with coefficients in {−1, 0, +1} of circuits in B, i.e.

∃λi ∈ {−1, 0, +1} : γC = λ1C1 + · · ·+ λνCν ;

4. weakly fundamental or W-basis, if there exists some permutation σ such that

Cσ(i) \ (Cσ(1) ∪ · · · ∪ Cσ(i−1)) 6= ∅, ∀i = 2, . . . , ν;

5. strictly fundamental or F-basis, if there exists some spanning forest T ⊆ E such that
B = {CT (e) | e ∈ E \ T}, where CT (e) denotes the unique circuit in T ∪ {e}; and

6. planar, or 2-basis, if each arc is contained in at most two basic circuits and the basis is
undirected.

Figure 4 depicts the relationship between these classes: The inclusions are established in
Theorem 3.4, and examples for the non-emptiness of the regions will be provided in Section 3.4.

3.1 Existence

Except for 2-bases, every graph has a basis of each type. This follows from the fact that every
graph has a strictly fundamental cycle basis and that all other classes generalize fundamental
cycle bases. In contrast, MacLane (1937) established that a graph has a 2-basis if and only if
it is planar.

1It will become clear in Theorem 3.4 why zero-one bases are called totally unimodular (TUM).
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replacements

directedundirectedintegralweaklystrictly TUM

2-basis

P7,2

(Ex. 3.4)

P11,4

(Ex. 3.3)

Champetier’s

(Ex. 3.2)

SF(3)

(Ex. 3.1)
C3

6 × V8

K3,3G1F3,2

Figure 4: The Venn diagram of directed cycle bases: Ex. 3.X refers to examples that are
discussed in detail later in this section, K3,3 refers to a weighted version of the complete
bipartite graph on 3 × 3 vertices, P7,2 is a weighted version of a generalized Petersen graph,
V8 is Wagner’s graph (see Section 6), F3,2 is a fan graph on five vertices, and G1 is a simple
graph on eight vertices; see Liebchen and Rizzi (2007).

3.2 Characterizations

We define the cycle matrix corresponding to a basis and show that the different classes of
cycle bases can be characterized in terms of simple properties of this matrix. An important
property is the determinant of the cycle basis. The cycle matrix corresponding to a D-basis
B of D is an m× ν matrix whose columns are the incidence vectors of the basic circuits. The
cycle matrix is determined up to a permutation of the rows and columns.

The cycle matrix Φ of a fundamental basis has a particularly simple form. Let T be a
spanning forest and let N be the set of non-tree arcs. Then, for a suitable permutation of the
columns, the ν × ν submatrix Φ′ selected by the rows corresponding to non-tree arcs is the
identity matrix.

Lemma 3.1 (Liebchen, 2003). Let B be a directed cycle basis of a directed graph G and let
Γ be the corresponding cycle matrix. A ν × ν submatrix Γ′ of Γ is nonsingular if and only if
the rows of Γ′ correspond to the non-tree arcs of some spanning forest of G.

Proof. To prove sufficiency, consider a spanning forest T of D, and let Φ be the cycle matrix of
the fundamental basis with respect to T . BecauseB is a directed cycle basis, any fundamental
cycle is a linear combination of cycles in B. Thus there is a matrix R ∈ Qν×ν with Φ = ΓR.
The restriction of Φ to the non-tree arcs of T is the identity matrix. Hence, R is the inverse
of Γ′.
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Conversely, assume that the rows which are not in Γ′ do not form a spanning forest. Then
there is a circuit C consisting only of such arcs. As B is a D-basis, we have C = ΓxC for
some xC and clearly xC 6= 0. Restriction to the rows indexing Γ′ yields 0 = Γ′xC , and hence
Γ′ is singular.

Lemma 3.2 (Liebchen, 2003). Let B be a D-basis, let Γ be its cycle matrix, and let A1 and
A2 be two nonsingular ν × ν submatrices of Γ. Then det A1 = ± det A2.

Proof. By Lemma 3.1, the rows of Ai correspond to the non-tree arcs of some spanning
forest Ti. It suffices to prove the claim for the case where T2 = T1 + e− f , for some edges e
and f . Let Φ be the cycle matrix of the fundamental basis with respect to T1. Then Γ = ΦN
for some matrix N . Let Φi be the submatrix of Φ selected by the non-tree arcs of Ti. Then
det Ai = det Φi · det N and therefore it suffices to prove det Φ2 = ± det Φ1. We have Φ1 = I
and hence det Φ1 = 1. Also, since e must lie on the path in T1 connecting the endpoints of
f (otherwise, T2 would not be a spanning tree), the entry of Φ in row e and column Cf is
either +1 or −1. Developing det Φ2 according to column Cf shows det Φ2 = ±1.

The above lemma allows us to define the determinant of a directed cycle basis.

Definition 3.2 (Determinant of a Set of ν Oriented Circuits). Let B denote a set of ν circuits
in a directed graph D. Consider the matrix Γ with the incidence vectors of B as columns.
Let Γ′ be the ν × ν submatrix of Γ that arises when deleting the arcs of some spanning forest
of D. We define

det B := |det Γ′|.

The determinants of directed cycle bases are positive integers. The value of the determi-
nant is invariant under reorienting arcs of D or reorienting circuits of B, because this simply
translates to multiplying a row or column by minus one. Thus, starting with a cycle basis
of an undirected graph G, orienting the edges of G arbitrarily, and choosing one of the two
orientations for each circuit, always results in the same determinant.

How large can the determinant of a cycle basis be? Hadamard’s bound gives an upper
bound of

√
n

ν
, since we are dealing with the determinant of a ν × ν matrix with entries in

{−1, 0, +1} in which every column has at most n non-zero entries.

Lemma 3.3 (Ueckerdt, 2008). Consider the generalized Petersen graph2 Pn,2 with n ≥ 5 and
n odd. Let C denote the set of circuits, each of which contains exactly one inner edge, n− 2
outer edges and two spokes. C, together with the inner circuit CI , forms a cycle basis of Pn,2

and its determinant equals n− 2.

Proof. Pn,2 consists of 2n vertices and 3n edges. Therefore every cycle basis has to consist
of n + 1 cycles, which is indeed the number of considered circuits. Additionally, it should be
mentioned that the inner circuit CI is indeed a simple cycle since n is odd.

Now let T be a spanning tree of Pn,2 made up of all but one inner edge and all spokes.
Consider the square submatrix Γ′ of the cycle matrix Γ obtained by deleting the rows corre-
sponding to T . The non-tree edges and the circuits in C ∪{CI} can be oriented and permuted

2The generalized Petersen graph Pk,ℓ consists of 2k vertices {Ii, Oi | 0 ≤ i ≤ k − 1} and edges
{OiOi+1, OiIi, IiIi+ℓ | 0 ≤ i ≤ k − 1}. All indices are modulo k. The edges OiOi+1 are called outer edges, the
edges IiIi+ℓ are called inner edges, and the edges OiIi are called spokes.
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such that
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∗ · · · ∗ 1





























where the last column and the last row correspond to the inner circuit and the inner edge,
respectively. The determinant of Γ′ equals the determinant of its n × n submatrix obtained
by deleting the last row and column. The resulting matrix is a circulant matrix whose first
row has n − 2 consecutive ones followed by two zeros. The entries of every other row result
from the row above by a circular shift to the right. We have

det Γ′ = n− 2;

see Ueckerdt (2008) for the calculation of the determinant.

Open Problem 2. Provide better upper and/or lower bounds on the maximal determinant
of cycle bases.

Theorem 3.4 (Liebchen and Rizzi, 2007). Let B be a directed cycle basis with cycle matrix Γ.
Then:

1. B is undirected, if and only if det B is odd.

2. B is integral, if and only if det B is one.

3. B is zero-one if and only if Γ is totally unimodular.3

4. B is weakly fundamental, if and only if Γ can be permuted so as to have a regular upper
triangular ν × ν matrix in its last ν rows.

5. B is strictly fundamental, if and only if Γ can be permuted so as to have the ν × ν unit
matrix in its last ν rows.

6. B is a 2-basis, if and only if B is an undirected cycle basis and Γ has at most two
non-zero entries per row.

Proof. Case 1. The projections π(Ci) of the basic circuits are linearly independent if π(Γ)
has full rank, i.e., if there is a square submatrix π(Γ′) with non-zero determinant over GF(2).
The value of the determinant is (det Γ′) mod 2. We conclude that B is undirected if and only
if det B is odd.

Case 2. Let T be some spanning forest, and let Γ′ be the square submatrix of Γ indexed
by the non-tree arcs of T .

Let Φ be the cycle matrix of the fundamental basis with respect to T . Since B is integral,
there is an integral ν × ν matrix R such that Φ = ΓR. Restriction to the non-tree arcs of T

3This item is a new result.
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yields I = Γ′R. We have det Γ′ ∈ Z and det R ∈ Z, because both matrices are integral. Thus
(det Γ′) · (det R) = 1 implies det Γ′ = ±1.

Let C be an arbitrary circuit. The representation xC of C in terms of B satisfies C = ΓxC .
Restriction to the non-tree arcs of T yields C ′ = Γ′xC or xC = (Γ′)−1C. The inverse of Γ′ is
integral, by Cramer’s rule, and since det Γ′ = ± det B = ±1. Thus xC ∈ Zν .

Case 3. A matrix is totally unimodular if and only if for any subset I of its columns there
are coefficients λi ∈ {−1, +1} such that

∑

i∈I λiCi is a vector with entries in {−1, 0, +1},
see Schrijver (1986, Theorem 19.3).

Assume first that B is a zero-one basis. Since zero-one bases are integral, B is an integral
cycle basis and hence π(B) = {π(Ci) | Ci ∈ B} is an undirected basis of G(D). Let I be an
arbitrary subset of the columns of Γ and consider the Z2-sum of the projections of the circuits
in I, and call the resulting cycle C ′,

∑

i∈I

π(Ci) = C ′.

Since B is a zero-one basis, C ′ has an orientation C that can be written as a linear combination
with coefficients λi ∈ {−1, 0, +1} of the circuits in B, i.e.,

ν
∑

i=1

λiCi = C.

Projecting this equation into Z2, we obtain

ν
∑

i=1

|λi|π(Ci) = C ′.

Since the representation of C ′ with respect to π(B) is unique, λi is non-zero if and only if
i ∈ I. Thus, in the TUM characterization, C is the desired linear combination of the columns
selected by I.

Assume conversely that Γ is totally unimodular. Then det B = 1 and hence {π(Ci) | Ci ∈
B} is a basis of G(D). Let C ′ be any cycle in G(D). Then C ′ =

∑

i∈I π(Ci) mod 2 for some
index set I ⊆ {1, . . . , ν}. Since Γ is totally unimodular, there are coefficients λi ∈ {−1, +1}
such that

∑

i∈I λiCi is a vector C with components in {−1, 0, +1}. Clearly, π(C) = C ′ and
hence C is the desired orientation of C ′.

Case 4. Order the columns of Γ such that Cσ(i) is in the i-th column for 1 ≤ i ≤ ν.
Order the rows of Γ such that an arc a with a ∈ Cσ(i) \ (Cσ(1) ∪ · · · ∪Cσ(i−1)) corresponds to
row ν − 1 + i.

Case 5. This is nothing but a reformulation of Sys lo’s characterization (Sys lo, 1979) of
a strictly fundamental cycle basis B, namely that every circuit in the basis contains an arc
that is contained in no other circuit of the basis.

Case 6. This is nothing but a reformulation of the definition of 2-bases.

The determinant of a set of ν circuits can be computed over any field κ. For directed
bases the determinant is non-zero in Q, for undirected bases the determinant is non-zero in
GF (2). We therefore also call directed bases Q-bases and undirected bases GF (2)-bases. We
call a directed basis a GF (p)-basis, where p is a prime, if its determinant is non-zero modulo
p.
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Figure 5: A graph and a directed cycle basis. For each of the four circuits, the arcs belonging
to the circuit are shown in bold. Arcs used in reversed direction are shown dotted. Every
arc is used in exactly two circuits. The determinant of this basis is two. Thus the basis is
not totally unimodular. Also, since each arc is used in exactly two circuits, the basis is not
weakly fundamental.

Theorem 3.4 establishes most of the inclusions shown in Figure 4: Every fundamental
basis is both weakly fundamental and totally unimodular, every weakly fundamental or totally
unimodular basis is integral, every integral basis is undirected, and every undirected basis is
directed. We shall next relate 2-bases to the other classes.

Lemma 3.5. Every 2-basis is totally unimodular and weakly fundamental.

Proof. Let B = {C1, . . . , Cν} be a 2-basis of G. MacLane (1937) showed that a graph having
a 2-basis is planar and that, moreover, the basic circuits correspond to the bounded face
cycles of some planar embedding of G. Orient the edges of G arbitrarily and let the Ci’s
correspond to counterclockwise traversals of the face cycles. Then every row of Γ has at most
two non-zero entries; if there are two non-zero entries, one is +1 and one is −1. Thus Γ is
totally unimodular (Schrijver, 1986, page 274).

We next show that B is weakly fundamental. Let C = {e1, . . . , ek} be the boundary
of the infinite face of G. For i = 1, 2, . . . , k, denote by Cei

the unique circuit in B that
contains ei ∈ C. In the first iteration, we define

Cσ(v) = Ce1 , Cσ(v−1) = Ce2 , · · · , Cσ(v−k+1) = Cek
.

Then, we remove the edges of C from G and proceed in the same way for the 2-connected
components of the remaining graph.

We required a 2-basis to use every arc at most twice and to be undirected. Figure 5
shows a graph and a directed basis that uses every arc exactly twice and is neither totally
unimodular nor weakly fundamental (Tomasz Jurkiewicz, personal communication).

Open Problem 3. The definition of zero-one bases may seem strange. It would be equally
natural to require that every circuit (every simple cycle) is a linear combination of the basic
circuits with coefficients in {−1, 0, +1}. How do these definitions relate?

3.3 Simple Examples

Figure 6 presents three cycle bases for the wheel graph W5: the strictly fundamental cy-
cle basis B1 = {C11, C12, C13, C14}, which is also a 2-basis, the weakly fundamental cycle
basis B2 = {C21, C22, C23, C24}, and the undirected basis B3 = {C31, C32, C33, C34}; the lat-
termost is not integral. The strictly fundamental cycle basis B1 corresponds to the spanning
tree T = {e1, e2, e3, e4}. The corresponding cycle matrices are as follows:
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C11 C12 C13 C14

C21 C22 C23 C24

C31 C32 C33 C34

e1

e1 e1 e1

e1e1e1

e1
e2 e2e2

e2 e2e2

e2 e2e2

e2

e3

e3 e3e3

e3 e3e3

e3 e4

e4e4e4

e4e4e4

e4

e5e5 e5e5

e5 e5e5e5

e5 e5

e5

e6e6 e6

e6 e6e6e6

e6 e6

e6

e7e7

e7e7e7e7

e7e7

e7

e8

e8 e8e8e8

e8 e8

e8

Figure 6: Examples of a strictly fundamental cycle basis that is also a 2-basis, a weakly
fundamental cycle basis, and a non-integral cycle basis in the wheel graph W5. The last of
these originates from Hartvigsen and Zemel (1989).

Γ1 =

























−1 1 0 0
1 0 0 −1
0 0 −1 1
0 −1 1 0

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

























, Γ2 =

























−1 0 0 0
1 1 1 0
0 0 −1 0
0 −1 0 0

1 1 1 −1
0 1 1 1
0 0 1 1
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, Γ3 =

























0 0 1 −1
0 1 −1 0
1 −1 0 0
−1 0 0 1

1 1 0 1
1 1 1 0
0 1 1 1
1 0 1 1

























.

The first four rows correspond to the arcs of T and the last four rows correspond to the non-
tree arcs. In Γ1, every row has at most two non-zero entries and the last four rows constitute
a 4×4 unit matrix. Thus B1 is a 2-basis and is strictly fundamental. In Γ2, the last four rows
constitute a regular upper triangular matrix and so B2 is weakly fundamental. Finally, in Γ3

the determinant of the submatrix formed by the last four rows has determinant three. Hence,
B3 is undirected but not integral. As a consequence, it can neither be weakly fundamental,
and thus its rows and columns cannot be permuted so as to provide a triangular matrix. A
direct demonstration that B3 is not integral is provided by the representation of the circuit
C24 as a linear combination of the basis B3, namely

C24 =
1

3
C31 +

1

3
C32 +

1

3
C33 +

1

3
C34.
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3.4 Variants of the MCB Problem

Each of our classes of cycle bases induces its own variant of the MCB problem. Let D be a
directed graph and let B be a class of cycle bases of D. A minimum (weight) cycle basis of
class B is a basis B′ ∈ B such that

w(B′) = min{w(B) |B ∈ B}.

For instance, in the minimum strictly fundamental cycle basis (MFCB) problem we aim at
finding a spanning forest in D such that the sum of the weights of its induced fundamental
circuits is as small as possible.

Our seven classes define seven different minimum cycle basis problems, i.e., for any two
distinct classes B1 and B2 there is a directed graph D and a weight function w such that

min{w(B) |B ∈ B1} 6= min{w(B) |B ∈ B2}.

In the sequel, we show some of these differences; for the others, we refer our readers to Liebchen
and Rizzi (2007) and to Fig. 4. In each case, we will exhibit a graph, a weight function, and a
basis B, argue that the basis belongs to class B1, and finally show that every basis of class B2

must have larger weight. The graphs that we present next differentiate between the following
pairs of the MCB problem:

1. strictly fundamental cycle bases vs. 2-bases and weakly fundamental cycle bases;

2. weakly fundamental cycle bases vs. integral cycle bases;

3. integral cycle bases vs. undirected cycle bases; and

4. undirected vs. directed cycle bases.

A graph that distinguishes between the MCB problems for weakly fundamental and totally
unimodular cycle bases is given in Figure 33 of Section 6. For planar graphs, most variants of
the minimum cycle basis problem are the same. We will see in Theorem 5.34 that every planar
graph has a minimum directed cycle basis that is weakly fundamental, totally unimodular,
and integral.

Example 3.1 (F-bases vs. 2-bases and W-bases).

The sunflower graph SF(3) in Fig. 7 contains precisely
four circuits with three edges. These are independent
and hence constitute its unique minimum cycle ba-
sis B. Obviously, B is a 2-basis. And, by Lemma 3.5,
B is also weakly fundamental.

However, B is not strictly fundamental, since every
edge of the center triangle is contained in two circuits
of the basis; cf. case 5 of Theorem 3.4. This example
was inspired by Hubicka and Sys lo (1975).

Figure 7: The sunflower graph SF(3) has
a unique minimum cycle basis that is a 2-
basis.

Example 3.2 (W-bases vs. I-bases).

Champetier (1987) introduced the graph shown in Fig. 8. The graph is specified as a node-
labelled planar graph. The nodes sharing a label are to be identified. The resulting simple
GCh has 17 vertices and 52 edges. There are precisely 36 triangles in GCh and they correspond
to the finite faces of the underlying planar graph.
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A AB

B

C C

D

D

Figure 8: The minimum integral cycle basis of Champetier’s graph (Champetier, 1987) is
unique and not weakly fundamental. Nodes with the same label are to be identified.

Claim 3.1 (Gleiss, 2001b). The 36 triangles in GCh constitute the unique minimum cycle
basis B of GCh. B is integral but not weakly fundamental.

Proof. Consider some orientation D of GCh and orient the circuits in B clockwise, with respect
to Fig. 8. Consider the sum C ′ over Q of all the triangles, C ′ =

∑

C∈B C. In GCh, all edges
except for the ones shown bold in Fig. 8, are part of two triangles. The bold edges belong
to three triangles. Thus, C ′ is the 4-circuit that links the labeled vertices. In Fig. 8, this
corresponds to following the outer bold circuit clockwise, or following its representation as a
path from left to right.

We now construct a new basis B′ by replacing an arbitrarily chosen circuit of B by C ′.
Let Γ and Γ′ be the corresponding cycle matrices. Consider the transformation matrix R
such that Γ′ = ΓR. With R = [r1, . . . , rν ], we have ri = 1 for some i ∈ {1, . . . , ν}, and rj = ej

for all j 6= i. Hence, R constitutes a unimodular transformation and thus B and B′ have the
same determinant.

The cycle basis B′ is weakly fundamental; as in the proof of Lemma 3.5, one can construct
a suitable ordering of its circuits. Thus det B′ = 1 and hence also det B = 1. We conclude
that B is an integral basis. However B is not weakly fundamental because every arc is part
of two or three triangles.

We mention that the minimum cycle basis B of Champetier’s graph is not totally uni-
modular; cf. Liebchen and Rizzi (2007).

Example 3.3 (U-bases vs I-bases).

Consider the generalized Petersen graph P11,4 (Fig. 9) with the following weight function

wij =







4, if i and j are outer vertices,
5, if i and j are inner vertices, and
12, otherwise.
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Figure 9: A weighted version of the generalized Petersen graph P11,4 has a unique minimum
cycle basis that is not integral.

Claim 3.2. (P11,4, w) has precisely 12 circuits of weight 44 or less. These constitute the
unique minimum cycle basis.

Proof. Any cycle basis consists of ν = 33 − 22 + 1 = 12 circuits. We call the edges e with
we = 12 spokes and observe that every circuit contains an even number of spokes. There are
only two circuits with no spokes; the outer circuit has weight 44 whereas the inner circuit has
weight 55. Any circuit with at least four spokes has a weight of at least 48.

We classify the circuits that contain two spokes according to the number of their outer
edges. Since there are always two possible choices for the path through the inner edges, we
only consider the shorter one in Table 1. Similarly, we may restrict attention to circuits that
use at most 5 =

⌊

11
2

⌋

outer edges.

Number of outer edges 1 2 3 4 5

Number of inner edges 3 5 2 1 4
Weight of the shorter circuit 43 57 46 45 64

Table 1: Weights of the circuits in (P11,4, w) that use two spokes.

Let B consist of the outer circuit plus the 11 circuits that use precisely one outer edge. We
claim that B is an undirected cycle basis. Assume otherwise. Then, there exists a non-trivial
linear combination yielding the zero vector over GF(2). If such a combination made use of
any of the 11 circuits that use precisely one outer edge, then it would have to use each of
these circuits in order to cancel out the spokes. The sum of these 11 circuits is the outer
circuit plus the inner circuit. Thus there is no non-trivial linear combination yielding the zero
vector.

It remains to show that B is not an integral cycle basis. Indeed, its determinant is three,
as a simple calculation shows. Alternatively, we observe that the sum of all circuits in B is
three times the inner circuit.

The basis B has cost 11 × 43 + 44 = 517. The minimum integral cycle basis has cost
518. It consists of the 11 circuits that use exactly one outer edge plus one circuit that uses
four consecutive outer edges, two spokes and one inner edge. We leave it to the reader to
verify that this basis is integral. It is easy to see that the inner and outer circuits can be
obtained as integer linear combinations. For example, subtracting from the circuit that uses
four consecutive outer edges the four circuits that use one of these edges each yields a circuit
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with no outer edge, no spoke, 12 clockwise uses of inner edges and one anti-clockwise use of
an inner edge, i.e., the inner circuit results. Adding the 11 circuits using one outer edge each
yields the outer circuit plus three copies of the inner circuit.

Example 3.4 (D-bases vs U-bases).

Consider the generalized Petersen graph P7,2. A circuit Cℓ,k using ℓ consecutive outer edges
uses k inner edges where ℓ± 2k = 0 mod 7. Summing over all circuits Cl,k yields ℓ copies of
the outer circuit and k copies of the inner circuit. Thus, over GF (2), the inner circuit CI is
a linear combination of the circuits C2,1, however, over Q it is not. In other words, over Q,
the circuits C2,1 plus CI form a basis, and over GF (2) they do not. The weight function

wij =







3, if i and j are outer vertices,
2, if i and j are inner vertices, and
3, otherwise

ensures that the circuits C2,1 are cheaper than all circuits Cℓ,k with (2, 1) 6= (ℓ, k), than all
circuits with at least four spokes, and than the outer circuit CO. Also, CI is cheaper than
CO. We conclude that the circuits C2,1 plus CI form a Q-basis of weight 8 · 14 = 112 and
that any GF (2)-basis is more costly.

The minimum weight integral (and hence GF (2)-) basis has weight 113. It consists of the
seven circuits of type C2,1 plus one circuit of type C1,3.

3.5 Directed and GF (p)-Bases

We show that the computation of minimum directed cycle bases can be reduced to the com-
putation of minimum GF (p)-bases for suitable primes p.

Lemma 3.6. Let B be a minimum weight directed cycle basis and let p be a prime. The
weight of a minimum weight GF (p)-basis is no smaller than the weight of B. If p does not
divide the determinant of B, B is also a minimum weight GF (p)-basis.

Proof. Linear dependence over Q implies linear dependence over GF (p) for any p. Therefore,
any GF (p)-basis is a directed basis. If the determinant of B is not divided by p, det B mod p 6=
0 and B is a GF (p)-basis.

To apply the preceding lemma, we need a bound on the determinant of a directed cycle
basis. Consider any directed cycle basis B. Its determinant is the determinant of a ν × ν
matrix with entries in {−1, 0, +1}. Moreover, each column of this matrix contains at most n
non-zero entries.

Lemma 3.7. The determinant of a directed cycle basis is an integer bounded by nm/2.

Proof. The determinant is a sum of ν! terms; each term has an absolute value of at most
one. This gives a bound of ν! ≤ νν . Hadamard’s inequality yields a slightly better bound.
The absolute value of the determinant is bounded by the product of the ℓ2-norms of the
column vectors. The norm of each column vector is at most

√
n and hence we have the bound√

n
ν
.

Combining the two preceding lemmas, we obtain a characterization of minimum directed
bases in terms of minimum GF (p)-bases.
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Theorem 3.8. Let P be a set of m primes each of a value of at least n. For each p ∈ P , let
Bp be a minimum GF (p)-basis, and let p0 be such that Bp0 has minimum weight among the
bases Bp. Then:

1. Bp0 is a minimum weight directed basis.

2. Let p ∈ P be chosen uniformly at random. Then Bp is a minimum weight directed basis
with probability at least 1/2.

We can choose P such that p ∈ O(m log m) for all p ∈ P .

Proof. Let B be any minimum directed basis. No more than m/2 primes in P can divide the
determinant of B.

For an integer s, let π(s) be the number of primes less than or equal to s. Then s/(6 log s) ≤
π(s) ≤ 8s/ log s (Apostol, 1997). Then there are at most 8n/ log n primes less than n. If t is
such that t/(6 log t) ≥ 8n/ log n + m, then there are at least m primes of a value of at least n
less than t; t = O(m log m) suffices.

If p = O(m log m) and hence log p = O(log m), the arithmetic in GF (p) takes O(1) time.

3.6 Circuits versus Cycles

We defined cycle bases as sets of circuits. Alternatively, we could have defined them as sets
of cycles. Is there always a minimum weight basis that consists only of circuits? Is the
minimum weight basis of a disconnected graph the union of minimum weight bases of the
components? For some of our classes, the answer is yes. For some, the answers to these and
related questions are not known.

Theorem 3.9 (Exchange Theorem, Horton, 1987). If B is a D or U-basis of G, C ∈ B and
C = C1 + C2, then either B \ {C} ∪ {C1} or B \ {C} ∪ {C2} is also a cycle basis of G.

Proof. Let Γ be the cycle matrix for B and let Γi be the cycle matrix for B−C +Ci, i = 1, 2.
Let T be a spanning forest of G and let A and Ai be the respective square submatrices indexed
by the arcs not in T . Then, using the linearity of the determinant function for the column
which corresponds to C, we find that 0 6= det A = det A1 + det A2. .

The family of linearly independent cycles forms a matroid.

Theorem 3.10. The set of (directed) cycles of a graph G forms a matroid. The bases of the
matroid clearly coincide with the (directed) cycle bases of G.

Proof. Let I denote the system of all linear independent sets of cycles in G. It suffices to
show the following:

• ∅ ∈ I;

• A ∈ I and B ⊂ A implies B ∈ I;

• For all sets A,B ∈ I with |A| > |B| there exists an element a ∈ A \ B such that
B ∪ {a} ∈ I.

The listed properties hold since the (directed) cycle space of G forms a vector space.
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Figure 10: A graph and a totally unimodular cycle basis. For each of the four circuits, the
edges belonging to the circuit are shown in bold.

Figure 11: Decomposition of the first element of the basis shown in Figure 10. Edges that
are used in reverse direction are shown dotted.

We will show that Theorem 3.10 does not hold for integral cycle bases, i.e., the system of all
subsets of all integral bases in G does not form a matroid. This will cause the computational
approaches suitable for U-bases and D-bases to fail for I-bases. In Section 5.8 will we discuss
these issues. Now we will examine the validity of Theorem 3.9 for K-bases with K neither D
nor U. We first show that Theorem 3.9 does not hold for totally unimodular bases.

Lemma 3.11 (T. Jurkiewicz, personal communication). There is a graph G and a totally
unimodular basis B of G containing a circuit C and a decomposition C = C1 + C2 of C such
that neither B \ {C} ∪ {C1} nor B \ {C} ∪ {C2} is a totally unimodular basis.

Proof. Figure 10 shows a graph and a TUM-basis of this graph. We invite the reader to verify
that this basis is TUM. Figure 11 shows a decomposition of the first circuit into two circuits.
Replacing the first circuit by either one of the two circuits shown in Figure 11 results in a
basis that is not TUM. In both cases, the cycle matrix of the resulting basis contains a 2 by
2 submatrix of the form

(

1 1
1 −1

)

.

This matrix has determinant −2; in a TUM-basis, the determinants of all square submatrices
must be in {−1, 0, +1}.

For weakly fundamental bases, we can show Theorem 3.9 under the additional assumption
that C1 and C2 use only edges that are also used by C.

Lemma 3.12. Let B be a W-basis of G, let C ∈ B and C = C1 + C2, where |Ci(e)| ≤ |C(e)|
for all e and Ci 6= C for i = 1, 2. Then at least one of B−C +C1 or B−C +C2 is a W-basis
of G.

Proof. If B is a weakly fundamental basis, there is an ordering of the cycles in B such
that every cycle introduces a non-tree edge not used in any preceding cycle. Let e be the
edge introduced by C. Then C(e) 6= 0 and hence at least one of C1(e) or C2(e) is non-
zero, say the former. We replace C by C1. Since for any non-zero coefficient of C1, the
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corresponding coefficient of C is non-zero, the non-tree part of the new cycle matrix is still
lower triangular.

Observe that Lemma 3.12 is not true for strictly fundamental bases. To see this, consider
the sunflower graph SF(3) in Fig. 7, and some minimum strictly fundamental cycle basis B
of SF(3). If we decompose the 4-circuit C ∈ B into C = C1 + C2, where both C1 and C2 are
triangles, then neither of the B − C + Ci is a strictly fundamental cycle basis. In the next
lemma we show that Lemma 3.12 does not hold for integral bases either.

Lemma 3.13. There is a graph G and an integral basis B of G containing a non-circuit C
such that for any decomposition C = C1 + C2 of C with |Ci(e)| ≤ |C(e)| for all e and Ci 6= C
for i = 1, 2, neither B − C + C1 nor B − C + C2 is an integral basis.

Proof. The graph is P7,3 as shown in Figure 12. It consists of two disjoint cycles of length
7, called the outer and the inner cycle, respectively. We use Oi and Ii, 0 ≤ i < 7, to denote
the nodes on the outer and inner cycle, respectively. The outer and inner cycles have edges
(Ii, Ii+1) and (Oi, Oi+4), 0 ≤ i < 7, respectively. All indices are modulo 7. Furthermore, we
have the edges (Oi, Ii), 0 ≤ i < 7, called spokes. To summarize, n = 14, m = 21, and the
cyclomatic number ν is thus eight.

Figure 12: The generalized Petersen graph P7,3. We provide an integral cycle basis of P7,3

which features a nonsimple cycle, but cannot be decomposed into a basis which only consists
of circuits.

The basis B consists of the following cycles. For 0 ≤ i < 7, we have the cycle Ci consisting
of the edges (Oi, Oi+1), (Oi+1, Oi+2), (Oi+2, Ii+2), (Ii+2, Ii+6), (Ii+6, Ii+10), (Ii+10, Ii+14), and
(Ii+14, Oi). Observe that the sum of the Ci’s is the nonsimple cycle consisting of two copies
of the outer circuit and three copies of the inner circuit. We also have the cycle Da,b which
consists of a copies of the outer circuit and b copies of the inner circuit, where a, b ∈ Z. We
will fix a and b later.

We next determine the determinant of the above set of cycles as a function of a and b.
We fix a spanning tree T consisting of the spokes and all inner edges except for edge (I2, I6).
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We obtain the following square part of the cycle matrix:

C0 C1 C2 C3 C4 C5 C6 Da,b

(O0, O1) 1 1 a
(O1, O2) 1 1 a
(O2, O3) 1 1 a
(O3, O4) 1 1 a
(O4, O5) 1 1 a
(O5, O6) 1 1 a
(O6, O1) 1 1 a
(I2, I6) 1 1 1 b

Observe that the edge (Ij, Ij+4) is used by the cycles Cj−2, Cj−6, and Cj−10. The determinant
of the matrix above is 2b − 3a, as a little calculation, e.g., Gaussian elimination, shows. For
a = b = 1, the determinant is −1 and hence the basis is integral. The cycle D1,1 is not
a circuit and uses the outer O and the inner circuit I in the forward direction. The only
decomposition of D is O + I. The determinant of the basis B −D + O is −3 (use a = 1 and
b = 0 in the formula for the determinant) and the determinant of the basis B − D + I is 2
(use a = 0 and b = 1 in the formula for the determinant). Thus neither basis is integral.

The next two lemmas provide us with properties of minimum cycle bases which are ex-
tremely valuable in practice. These properties are an immediate consequence of Lemma 3.12
and turn out to be true for strictly fundamental cycle bases, too.

Theorem 3.14. For K ∈ {D, U, W, F}, any graph G has a minimum K-basis consisting only
of circuits.

Proof. The cycles in fundamental bases are circuits by definition. For any of the other K’s,
consider a basis B containing a cycle C that is not a circuit. We may decompose C into a
sum of circuits Ci, 1 ≤ i ≤ k. By the preceding lemmas, one of the sets B − C + Ci is a
K-basis of G. Also, w(Ci) ≤ w(C).

Theorem 3.15. For K ∈ {D, U, W, F}, the union of minimum weight K-bases of its maximal
2–connected components are a minimum weight K-basis.

Proof. By the preceding theorem, there is a minimum weight K-basis consisting only of
circuits. A circuit uses edges only from one 2–connected component.

Open Problem 4. Does Theorem 3.14 or Theorem 3.15 hold for integral bases or totally
unimodular bases? Does Lemma 3.12 hold for totally unimodular bases?

3.7 Reductions

We study some simplification rules. At first sight, all might appear quite natural. However,
for certain classes of cycle bases, we do not know whether these rules are valid.

For example, is there a simple way to deal with parallel edges? Is there a simple way of
handling edges of weight zero?

Let g = (u, v) be a zero weight edge without parallel edges. Let G′ be obtained from G
by removing g and identifying u and v, i.e., replacing in all edges incident to u or v, u and v
by a new vertex uv. The edges of G′ correspond to the edges in E − g. Let B′ be a K-basis
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of G′, where K ∈ {D, U, I, W, TUM, F}. Consider the following set B of cycles in G: for
any C ′ ∈ B′ we add a cycle C to B that is obtained from C ′ by adding g with appropriate
multiplicity; the appropriate multiplicity guarantees flow conservation at u and v.

Lemma 3.16. Let G′ be obtained from G by contracting an edge of cost zero not having any
parallel edges, let B′ be a minimum weight K-basis of G′, and let B be obtained from B′ as
described above. Then B is a minimum weight K-basis of G for K ∈ {D, U, I, W, TUM, F}.

Proof. Let T ′ be a spanning forest of G′ and let Γ′ be the cycle matrix corresponding to B′.
Let A′ be the square submatrix selected by the rows not in T ′. Then T := T ′ +g is a spanning
tree of G. We obtain the cycle matrix for B by adding a row for g and setting the entries in
this row appropriately. Observe that A′ remains the square matrix selected by the non-tree
edges. Thus B is a K-basis of G. The weight of B is the weight of B′.

Conversely, let B be any K-basis of G and let B′ be obtained from B by identifying u and
v. The matrix Γ′ for B′ is obtained from the matrix Γ for B by deleting the row corresponding
to g.

Let C ′ be any cycle in G′. We lift C ′ to a cycle C in G. The representation of C with
respect to B translates into a representation of C ′ with respect to B′. Thus B′ is also of type
K. Also, w(B′) ≤ w(B).

Lemma 3.17 (Horton, 1987). Let K ∈ {D, U} and let e be any edge. For any minimum weight
circuit F containing e, there is a minimum weight K-basis containing F . Any minimum
weight K-basis contains a minimum weight circuit containing e.

Proof. Let B be a minimum weight K-basis. Then F =
∑

C∈B λCC. Clearly, there must
be a C ∈ B such that e ∈ C and λC 6= 0. Then w(F ) ≤ w(C) and B′ := B \ C + F is a
K-basis of weight no larger than the weight of B. Hence B′ is a minimum weight K-basis. If
w(F ) < w(C), then B was not a minimum weight K-basis.

Lemma 3.17 does not hold for strictly fundamental bases. The sunflower graph SF(3) of
Fig. 7 provides an example. Any F-basis contains a circuit of length 4. For the edge inducing
this circuit, the shortest circuit through this edge is not contained in B.

Lemma 3.18. Let g and f be parallel edges with w(g) ≤ w(f). For K ∈ {D, U, W} a
minimum weight K-basis of G can be obtained from a minimum weight K-basis B′ of G′ := G−
f by adding a cheapest circuit through f ; call it C.

Proof. C is clearly independent of B′. Also, C introduces an edge that is not used in any
of the other cycles. Thus, if B′ is a K-basis of G′, B := B′ ∪ C is a K-basis of G with
w(B) = w(B′) + w(C). Assume, for the sake of argument, that G has a K-basis B̂ with
w(B̂) < w(B). We will show that this implies that G′ has a K-basis of weight less than
w(B′).

Assume first that K ∈ {D, U}. A cheapest circuit containing f is either the circuit4 g◦f−1

or has the form f ◦P where P is a cheapest path connecting the endpoints of f in G \ {f, g}.
In the latter case, g ◦ P is a cheapest cycle containing g. By Lemma 3.17 we may assume
that B contains the circuit g ◦ f−1 in the former case or the circuits g ◦ P and f ◦ P in the
latter case. Assume now, that B̂ contains another circuit, say f ◦Q, containing f . Replacing
this circuit by g ◦Q yields a basis of weight no larger than B̂ since g ◦Q = f ◦Q + g ◦ f−1

4We assume that g and f are oriented in the same way; f−1 is the reversal of f and runs anti-parallel to g.

25



in the former case and g ◦Q = f ◦Q + g ◦ P − f ◦ P in the latter case. We conclude that G
has a basis of weight no larger than B̂ in which g ◦ f or f ◦ P is the only circuit containing
f . Deleting this circuit from the basis gives us a basis of G− f .

For K = W, we have to argue differently. Let Γ̂ be the cycle matrix for B̂. We may
assume that Γ̂ has an upper triangular matrix in its last ν rows, with the arcs of some
spanning forest T placed above.

Assume first that the row for g is above the row for f . Then f must be a non-tree arc,
because otherwise g and f form a circuit in T . Hence, there is a circuit Cf ∈ B̂ “introducing”
f , i.e., the diagonal entry in the row indexed by f belongs to Cf . We delete Cf from the basis
and replace, in the other basic circuits, occurrences of f by g. Removing the row of f as well,
we obtain the cycle matrix of a W-basis for G′ of weight w(B̂) − w(Cf ) < w(B) − w(C) =
w(B′), which is a contradiction.

Assume next that the row for f is above the row for g. Then g must be a non-tree arc
and hence there is a circuit Cg introducing g; f may be a tree arc or a non-tree arc. If f is
a tree arc, we make g a tree arc, replace f by g in all circuits and delete f and Cg. If f is a
non-tree arc, the circuit Cf introducing f does not use the arc g, because g was assumed to
be arranged below f . We replace f by g in all circuits and delete f and Cg. The circuit C ′

f

obtained from Cf by replacing f by g now introduces g. In either case, we obtain the cycle

matrix of a W-basis for G′ of weight w(B̂)− w(Cg) < w(B)− w(C) = w(B′), which is again
a contradiction.

Open Problem 5. Extend statements 3.12 to 3.18 to types of cycle bases not covered by the
statements.

Open Problem 6. Let e = {u, v} be a non-metric edge of a biconnected graph G, i.e.,
distG(u, v) < w(e). Each minimum K-basis B has precisely one circuit C ∈ B with e ∈ C.
This is true for K ∈ {D, U}. Is this true for any other type?

3.8 Weight Sequences

We consider the sequence of weights of circuits in a minimal K-basis sorted into non-decreasing
order. Let K ∈ {D, U} and B and B′ be distinct K-bases of G, both of minimal weight. Then
their ordered sequences of weights coincide. This is not true for integral bases.

Lemma 3.19. For K ∈ {D, U}, let σ and σ′ be the non-decreasing sequences of weights of
circuits of two minimal K-bases B and B′, respectively. Then σ = σ′.

Proof. This is true since both the undirected and the directed cycle space form a vector space
over GF (2) and Q, respectively. Hence the cycles, together with linear independence, form a
matroid (cf. Theorem 3.10). Finally, it is a well known fact that the non-decreasing weight
sequences of minimal bases in matroids coincide.

Lemma 3.20. There is a graph G and two minimal integral bases, B and B′, of G whose
non-decreasing weight sequences do not coincide.

Proof. Consider the graph G depicted in Figure 13. It arises from the generalized Petersen
graph P11,3 by the addition of an extra set of 11 spokes. We give weight four to all inner and
outer edges and weight 15 to all spokes. Let B and B′ be the two sets of circuits in G, shown
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we = 4

we = 15

Figure 13: A graph G featuring minimal integral cycle bases with different weight sequences.
The graph consists of two cycles of length 11 that are connected by 22 spokes. The edges on
the outer and inner cycle have weight 4 each, and the spokes have weight 15.

11×11× 1×

w = 38 w = 42 w = 46

Figure 14: A minimal I-basis B of G with weight sequence σ = (38, . . . , 38, 42, . . . , 42, 42, 46).

in Figures 14 and 15, respectively. Either set forms an integral cycle basis of G as the reader
may verify. To see minimality of B and B′, note that the first 22 circuits in B are in fact
the only ones in the graph whose weight does not exceed 42. Besides those there are only
two more circuits, the inner and outer ones, whose weight is at most 44. Replacing the last
circuit in B by either the inner or the outer ring yields a non-integral basis (the determinant
is either 2 or 3). Every circuit in G other than the so far considered ones has weight at least
46. Hence there are exactly two sets of 23 circuits whose weight is less than 926. Both form
a cycle basis of G, but neither is integral.

11× 10× 1×1×

w = 38 w = 42 w = 44 w = 44

Figure 15: A minimal I-basis B′ of G with weight sequence σ′ = (38, . . . , 38, 42, . . . , 42, 44, 44).
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3.9 Necessary and Sufficient Conditions for Optimality

We now derive necessary and sufficient conditions for optimality of a given cycle basis. We
also show that if no minimum directed basis is integral, then no minimum integral basis is
TUM.

Let G be a connected directed graph with spanning tree T , let N = E \ T be the set of
non-tree arcs, and let B be a directed cycle basis. For any cycle C, let C ′ be the restriction
of C to the non-tree arcs and let Γ′ be the ν × ν matrix formed by the restrictions of the
circuits in B. Then Γ′ is a non-singular matrix and hence has an inverse. We may write the
inverse as (1/ det B)S for an integral matrix S. Then S · Γ′ = (det B)I. That is,

〈Si, C ′
j〉 = (det B)δij for all i and j,

where 〈., .〉 is the inner product of vectors, δij is Kronecker’s symbol, and Si denotes the i-th
row of S. We will next show that the Cj ’s must satisfy a local optimality condition.

Theorem 3.21 (Kavitha and Krishna, 2008). If B = {C1, . . . , Cν} is a minimum weight
K-basis for K ∈ {D, U, I}, then there is a ν × ν integral matrix S such that 〈Si, C ′

j〉 = 0 for
i 6= j, and for all j,

• Cj is a minimum weight circuit with 〈Sj , C ′
j〉 6= 0, if K = D,

• Cj is a minimum weight circuit with 〈Sj , C ′
j〉 6= 0 mod 2, if K = U,

• Cj is a minimum weight circuit with 〈Sj , C ′
j〉 = ±1, if K = I.

Proof. Let S be defined as in the discussion preceding the theorem. Then, certainly, 〈Si, C ′
j〉 =

0 for i 6= j. So assume that there is a j such that Cj does not have the second property. Let
Dj have the property and let Γ′′ be the matrix obtained by replacing C ′

j by D′
j . Then

S · Γ′′ = J ,

where J is equal to (det B)I in all columns except for column j. The j-th column has a
non-zero diagonal element for K = D, has a non-zero diagonal element modulo 2 for K = D,
and has diagonal element ±1 for K = I. Thus, det J 6= 0 for K = D, det J 6= 0 mod 2 for
K = U, and det J = 1 for K = I. Thus B−Cj + Dj is a K-basis cheaper than B. For K = I,
this follows from the fact that det S ∈ Z, det Γ′′ ∈ Z, and det S · det Γ′′ = det J = 1 implies
det Γ′′ = 1.

For K ∈ {D, U}, local optimality implies global optimality.

Theorem 3.22 (de Pina, 1995). Let κ ∈ {Q,GF (p)} and let B = {C1, . . . , Cν} be a set of
ν circuits. If there is a ν × ν integral matrix S such that 〈Si, C ′

j〉 = 0 for i 6= j, and for all

j, Cj is a minimum weight circuit with 〈Sj , C ′
j〉 6= 0 (evaluation in κ), then B is a minimum

weight κ-basis.

Proof. Observe first that S · Γ′ is a diagonal matrix whose diagonal elements are non-zero
elements in κ. Thus, det Γ′ is a non-zero element of κ and B is a κ-basis.

If B is not a minimum κ-matrix, there is a maximal j such that {C1, . . . , Cj} can be
extended to a minimum κ-basis. We have j < ν. Let B′ = {C1, . . . , Cj ,Dj+1, . . . ,Dν} be a
minimum κ-basis. Cj+1 is a linear combination of the vectors in B′, i.e., Cj+1 =

∑

i≤j λjCj +
∑

i>j λjDj . Since 〈Sj+1, C ′
j+1〉 6= 0, there must be an i > j such that λj〈Sj+1,D′

i〉 6= 0. Then
w(Cj+1) ≤ w(Di) and hence B −Di + Cj+1 is also a minimum weight κ-basis.
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The argument above does not work for integral basis, since the determinant of B −Di +
Cj+1 may be different from one. Theorem 3.21 has an interesting consequence. A TUM-basis
that is a minimum integral basis is also a minimum directed basis.

Theorem 3.23. If no minimum directed basis of a graph is integral, then no minimum integral
basis is TUM.

Proof. We argue indirectly. Let B = {C1, . . . , Cν} be a minimum integral basis that is also
TUM. We show that B is a minimum directed basis. By Theorem 3.21 there is an integral
matrix S such that 〈Si, C ′

j〉 = 0 for i 6= j, and such that for all j, C ′
j is a minimum weight

circuit with 〈Sj, C ′
j〉 = ±1. We claim that Cj is a minimum weight circuit with 〈Sj , C ′

j〉 6= 0.
The theorem then follows from Theorem 3.22.

Fix j and consider any circuit C with 〈Sj , C ′〉 6= 0. Since B is TUM, we have C =
∑

i λiCi

with λi ∈ {−1, 0, +1}. Then 〈Sj , C〉 = λj〈Sj , C ′
j〉 = ±1 and hence w(C) ≥ w(Cj).
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Graph class minimum W-basis minimum F-basis

Weighted

General O(W log n), Thm 4.4

General O(n ·W (MST) + W ), Thm 4.2 O(W log2 n log log n), Thm 4.11
Planar Θ(W )

Unweighted

General O(m log n log(m/n)), Thms 4.1 and 4.5 O(n2), Thm 4.12
Planar O(n

√
nφ), Thm 4.7

Outerplanar Θ(n), (Reich, 2007)
d-dim grids Θ(n) Θ(n log n), Thm 4.8

Table 2: Bounds for minimum weight W- and F-bases. W denotes the total edge weight and
W (MST) is the weight of a minimum spanning tree. Bounds for unweighted graphs are only
stated if they are better than the bound derived for weighted graphs with W = m. In the
bound for planar graphs, φ is the maximal size of any face.

4 Length and Weight of Cycle Bases

In this section we discuss apriori bounds on the length and weight of minimum cycle bases.
We state the bounds as functions of the number n of vertices, the number m of arcs, and the
total weight W of the edges. Many applications benefit from small length or small weight
bases as we will see in Section 7; algorithms for computing minimum or nearly minimum
weight bases will be discussed in Section 5. Table 2 summarizes the results. It is interesting
to note that all upper bounds have been shown for either weakly or strongly fundamental
bases. Although we know that general bases are not always fundamental (see Example 3.3),
it seems that fundamentality gives sufficient structure to the problem to make an analysis of
their length achievable or at least easier than for general bases.

Open Problem 7. Derive apriori bounds on the weight (length) of directed, undirected,
integral, and totally unimodular bases.

Open Problem 8. For K,K ′ ∈ {D, U, I, TUM, W, F} and a graph G with weight function
W , let

rK,K ′(G) =
weight of a minimum K-basis

weight of a minimum K ′-basis

and

rK,K ′(n,m) = max{rK,K ′(G) | G is a graph with n nodes and m edges} .

Derive upper and lower bounds on rK,K ′(n,m). For example, rW,D(n,m) = O(log n), since ev-
ery graph with n nodes has a W-basis of weight O(W log n) (see Theorem 4.4) and since every
D-basis has a weight of at least W . In the preceeding chapter, we established rK,K ′(n,m) > 1
for certain pairs K and K ′ and certain values of n and m.
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The bounds given in Table 2 are obtained by different methods. There are essentially four
approaches:

1. Use of special graph properties like planarity.

2. Induction.

3. Use of clusters, partitions, and spanners.

4. Results of extremal graph theory.

We start with some obvious bounds. Throughout this section, we restrict attention to
biconnected graphs. There are m−n+ 1 circuits in a basis and each circuit has a length of at
most n. Thus any basis has a length of at most mn and a weight of at most mW . Throughout
this section, W =

∑

e∈E w(e) denotes the total weight of the edges. Obvious lower bounds
are Ω(m) and Ω(W ), since in biconnected graphs every edge has to belong to at least one
circuit of any basis. Extremal graph theory provides a non-trivial lower bound.

Theorem 4.1. For any integer h = 2 mod 4 and h ≥ 6, there is a graph Gh(n) with n nodes
and m = hn/2 edges, such that any cycle basis for Gh(n) has length Ω(m log n/ log(m/n)).
In particular, there is a graph family where m = Θ(n) and any basis has length Ω(m log n),
and for any integer k, there is a graph family where m = Θ(n1+1/k) and any basis has length
Ω(mk).

Proof. For any integer h with h = 2 mod 4 and h ≥ 6, there exists an infinite family
of h-regular graphs, i.e., m = hn/2, in which every cycle has length Ω(log n/ log(m/n));
see Lubotzky et al. (1988). Since a basis consists of m− n + 1 circuits, any basis has length
Ω(n log n/ log(m/n)). For h = 6, we obtain graphs with m = Θ(n), for which every basis has
length Ω(m log n). For h = n1/k, we obtain graphs with m = Θ(n1+1/k), for which every basis
has length Ω(mk).

Open Problem 9. Prove a non-trivial lower bound for weighted graphs.

4.1 Weakly Fundamental Bases

The first result for general graphs was given by Horton in 1987; Liebchen (2003) observed
that the construction yields not only an undirected basis but also a weakly fundamental basis.
We generalize Horton’s proof to yield an upper bound for weighted graphs.

Theorem 4.2 (Horton, 1987; Liebchen, 2003). Every simple graph G has a W-basis of a
length of at most 3(n−1)(n−2)/2 and a weight of at most 2nW (MST)+2W , where W (MST)
is the weight of a minimum spanning tree.

Proof. We prove only the upper bound for weighted graphs. For the case of uniform weights,
we have W (MST) = n − 1 and W = m. This gives a bound of 2n2 + 2n2/2 = 3n2 for the
uniform case.

Let T be an MST of G. The claim clearly holds for n ≤ 3. So assume that G has more
than three vertices and let v be a leaf of T . Our W-basis for G consists of two parts: first, a
W-basis B(G−v) of G−v constructed recursively, and second, d(v)−1 cycles passing through
v. Observe that a basis for G− v has cardinality m−d(v)− (n−2) = m− (n−1)− (d(v)−1)
and hence we are adding the right number of cycles. The graph consisting of T plus the
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d(v) − 1 non-tree edges incident to v is planar. We form d(v) − 1 circuits by taking all but
one face cycle of this planar graph. The resulting set of circuits is weakly fundamental; this
follows from an argument analogous to the one used in the proof of Theorem 3.5.

It remains to argue the bound on the weight. By the induction hypothesis, B(G− v) has
a weight of at most 2(n− 1) ·W (MST− v) + 2W (G− v). The circuits added in the induction
step have a combined weight of at most 2W (MST) + 2W (v), where W (v) denotes the sum
of the weights of the edges incident to v. Thus the weight of the resulting basis is at most
2nW (MST) + 2W .

The upper bound is tight. Consider the complete graph on n nodes. It has m = n(n−1)/2
edges. Since any circuit in any basis contains at least three edges, any cycle basis has a length
of at least 3(m − n + 1) = 3(n − 1)(n − 2)/2. For sparse graphs, a much better bound is
possible. Rizzi (2007) proved that every graph has a W-basis of length O(m log n) and that
every weighted graph has a W-basis of weight O(W log n). The proof given here was found
by T. Kavitha and R. Rizzi. The proof makes use of the fact that every graph of minimum
degree three contains a logarithmic length cycle.

Lemma 4.3 (Bollobás, 1978). Any graph with a minimal degree of at least three contains a
cycle of a length of at most 2 ⌈log2 n⌉. Moreover, such a cycle can be found in time O(n).

Proof. Let G be our graph and let v be an arbitrary vertex. Grow a breadth-first search
tree rooted at v. As long as only tree edges are encountered, every vertex has at least two
children. Thus if 20 + 21 + . . . 2k > n, there must be at least one non-tree edge incident to
a vertex of depth k − 1 and hence a cycle of length 2k exists. This proves the bound on the
length of a shortest cycle. With respect to the time bound, we observe that the first non-tree
edge encountered yields the desired cycle.

Theorem 4.4 (Rizzi, 2007). Any weighted graph G with total weight W has a weakly funda-
mental basis of weight O(W log n). Such a basis can be determined in time O(nm).

Proof. We build the basis and a spanning tree concurrently. Initially, the basis and the
spanning tree are empty. Let G be our current graph, which is initially set to the input
graph. If G is empty, we stop. If G has a vertex of degree zero, we delete the vertex, and if G
has a vertex of degree one, we delete the vertex and add the incident edge to the spanning tree.
So assume that every vertex has degree two or more. We call a maximal path whose interior
vertices have degree two a super-edge; an edge whose endpoints both have degree three or
more is also a super-edge. The weight of a super-edge is the sum of the weights of the edges
forming the super-edge. The endpoints of super-edges have degree three or more in G; see
Figure 16. The graph consisting of the vertices of degree three or more, and the super-edges
joining them, contains a circuit C consisting of O(log n) super-edges. Let p be the heaviest
super-edge in C and let C be the cycle in G represented by C. Then, w(C) = O(w(p) log n).
We add C to our basis. We also delete all edges belonging to p from G, designate an arbitrary
edge of p as a non-tree edge, and add all other edges of p to T . If p consists of k edges, m
decreases by k and n decreases by k − 1. So ν decreases by 1 as it should.

The basis constructed in this way is weakly fundamental because the edge of p designated
as a non-tree edge is not used in any cycle constructed later. Also, its weight is O(W log n)
because the cost of the cycle added in an iteration is at most O(log n) times the weight of the
edges deleted in this iteration.
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Figure 16: In (a), all edge weights are equal to one. In (b), the two indicated super-edges
have weight two. The dashed line indicates a short cycle. It consists of three super-edges and
has weight four. The heaviest super-edge has weight two. We delete its edges from the graph
and make e a non-tree edge and f a tree edge or vice-versa, (c).

In the case of uniform weights, Theorem 4.4 establishes the existence of a weakly fun-
damental basis of length O(m log n). This is tight for graphs with m = O(n) edges, as
Theorem 4.1 asserts the corresponding lower bound. Kaufmann and Michail (2008) have
recently shown that the lower bound can also be matched for larger values of m. The im-
provement exploits the fact that graphs with at least n1+1/k edges contain a cycle of a length
of at most 2k; see Alon et al. (2002). We now proceed as follows. As long as m ≥ n1+1/k for
a constant k, still to be determined, we find cycles of a length of at most O(2k). We delete
one of its edges and charge the cost of the cycle to it. As soon as m ≤ n1+1/k, we switch
to the construction in Theorem 4.4. We construct cycles consisting of O(log n) super-edges,
delete the edges in the heaviest super-edge, and charge O(log n) to each edge removed. The
total charge is

O(mk + n1+1/k log n)
k=2(log n)/ log(m/n)

= O

(

m
log n

log(m/n)

)

.

Theorem 4.5 (Kaufmann and Michail, 2008). Every graph has a weakly fundamental basis of
length O(m log n/ log(m/n)). For m = Θ(n1+1/k), the bound is O(mk) and for m = n logc n
and positive constant c, the bound is O(m log n/ log log n). Finally, for m = cn, the bound is
O(m log n).

In the non-uniform case, a similar improvement is not possible, as the following example
shows. Consider a graph G = G1 + G2, where G1 is the complete graph on n/2 vertices and
G2 is a graph with m = O(n/2) vertices and girth Ω(log n). The edges of G1 have weight
zero and the edges of G2 have weight one. Then, any basis of G has weight Ω(W log n) and G
has Ω(n2) edges. Thus the bound of Theorem 4.4 cannot be improved for dense graphs and
general weight functions.

We close our discussion of weakly fundamental bases with some remarks on planar graphs.
Every planar graph has a 2-basis and these are weakly fundamental by Theorem 3.5. Thus
every planar graph has a W-basis of length O(n) and weight O(W ).
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Figure 17: Stern and Vavasis’s construction of an F-basis for planar graphs.

4.2 Fundamental Bases

Upper bounds for strictly fundamental bases are obtained by constructing spanning trees of
small diameter or, more generally, spanning trees of small stretch. Clearly, a spanning tree T
of diameter D or with

∑

e=(u,v)∈E dT (x, y)/m ≤ D gives rise to an F-basis of length O(Dm).
Here, dT (x, y) is the length of the path in T connecting x and y. We review results for planar
graphs and for general graphs. The constructions make use of graph separators and graph
partitions with suitable properties.

Definition 4.1. A set S ⊂ V is an (α, β)-separator if |S| ≤ β
√

n and any connected compo-
nent of G− S contains no more than αn vertices.

Lemma 4.6 (Miller, 1986). Any biconnected planar graph with n vertices, m edges, and
maximal face size φ has an (α, β)-separator with α = 2/3 and β = 2

√

φ/2. Moreover, the
separator constitutes a simple cycle and is thus called a simple cycle separator (SCS).

Cycle separators are the basis for the following theorem.

Theorem 4.7 (Stern and Vavasis, 1990). Any planar graph G with maximal face size φ has
an F-basis of length O(n

√
φn).

Proof. We may assume that G is biconnected. Figure 17 illustrates the construction. Let
S be a simple cycle separator of size β

√
n in G. We contract S into a single vertex v.

Clearly, v becomes an articulation point in the resulting graph. Let G1, G2, . . . , Gk denote
the components that would result if v were deleted. We make k copies v1 to vk of v, one for
each component, and connect vi with v’s neighbors in Gi. Each Gi has at most αn vertices
and the maximal face size is no more than φ. A spanning tree of G is obtained by taking the
cycle S minus one edge plus spanning trees of the components. The spanning trees of the
components are constructed recursively. We stop when the components have constant size;
any spanning tree can be used for the constant size components.
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Figure 18: A spanning tree for d-dimensional grid graphs with length 2i in all dimensions
(Alon et al., 1995). The construction is shown for d = 2. If i = 1, an optimal spanning tree
for the structure is returned. If i > 1, the graph is partitioned into 2d cubes of length 2i−1

and trees for the subgraphs are constructed recursively. The set of 2d vertices in the center
of the graph is connected such that they form the same tree that is used at the base of the
recursion.

Let D(n) be the diameter of the spanning tree constructed in this way. Then D(n) ≤
O(
√

φn) + D(αn) = O(
√

φn).

Outerplanar graphs have strictly fundamental bases of linear size (Reich, 2007).

Theorem 4.8. For grid graphs of fixed dimension the minimal length of a fundamental basis
is Θ(n log n).

The upper bound for two-dimensional grids was first shown by Stern and Vavasis (1990).
A simplified construction that, in addition, applies to any fixed dimension was found by Alon
et al. (1995). It is illustrated in Fig. 18 and yields a basis of length no more than (4/3)n log n
as shown by Köhler et al. (2009). The lower bound was also established by Alon et al.
(1995); Köhler et al. (2009) paid attention to the constant factor and proved, using a different
method, that any strictly fundamental basis for the planar grid has a length of at least
(1/12)n log2 n−O(n).

The first upper bound on the length of strictly fundamental cycle bases in general graphs
was given by Alon et al. (1995). We follow the very descriptive explanation of their technique
by Peleg (2000). The construction relies on partitioning a given graph into clusters such that
the diameter of the clusters and the number of edges between clusters (intercluster edges) are
controlled at the same time.

Lemma 4.9 (Peleg, 2000, p.153). Given an unweighted graph G = (V,E), |V | = n, and a
parameter x > 1, there is a partition P of G into clusters Ci such that:

1. the radius of each cluster is at most x ln m, and

2. the number of intercluster edges is at most m/x.

Proof. The clusters are grown one by one. As long as there is a vertex not assigned to any
cluster, choose one such vertex and grow a cluster C around it in discrete steps. Initially, C
consists only of the vertex. Let Eout(C) be the set of edges with exactly one endpoint in C, let
Nout be the endpoints outside C of the edges in Eout(C), and let Ein(C) be the edges with both
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endpoints in C. We add Nout to C if |Eout(C)|/|Ein(C)| ≥ 1/x. If |Eout(C)|/|Ein(C)| < 1/x,
the growth of C is stopped, C is added to the partition and deleted from G, and the next
cluster is grown.

Clearly, any edge of G is contained in at most one cluster. Thus the number of intercluster
edges is at most m/x. Consider the growth of any particular cluster C. We start with a single
vertex v and no edge. In the first iteration, all neighbors of v (that are not assigned to any
previous cluster) are added to the cluster. Let mi be the number of edges added in the i-th
iteration. Then mi ≥ (m1 + . . .+mi−1)/x. For the analysis of the growth of the mi’s, assume
equality. Then mi −mi−1 = mi−1/x and hence mi = (1 + x)mi−1/x. We conclude that

m1 + . . . + mi ≥ mi = Ω

(

(

1 + x

x

)i
)

.

Thus i ≤ (ln m)/ ln(1 + 1/x) ≤ x ln m and we have also established the first property.

We now come to the construction of the spanning tree. Figure 19 illustrates the construc-
tion. Let P be a partition of G1 = G as described in the above theorem. For every cluster
Ci, let Ti be a spanning tree of diameter 2x ln m. Such a tree exists by construction. The
union of the Ti form a forest F in G. Any intracluster edge, and there are at most m of them,
will give rise to a fundamental circuit of length no greater than 1 + 2x ln m. Only the m/x
intercluster edges can give rise to longer fundamental circuits.

We contract every cluster Ci to a single vertex vi and obtain the multi-graph G2 formed
by the intercluster edges. We apply the theorem to G2 and obtain spanning trees of diameter
2x ln(m/x) ≤ 2x ln m for the clusters of G2. We add these spanning trees to the forest F .
Consider any intracluster edge of G2. It gives rise to a cycle of length 1+2x ln m in G2. With
respect to F , this cycle may have a length up to (1 + 2x ln m)2 since any vertex representing
a cluster of G1 must be expanded to a path of length 1+ 2x ln m. We conclude that we might
have m/x fundamental circuits of length (1 + 2x ln m)2. There are at most m/x2 intercluster
edges in G2.

The construction continues until graphs of constant size are obtained. The recursion depth
is at most logx m. The total length of the fundamental circuits constructed in this way is

∑

0≤i≤logx m

m

xi
(1 + 2x ln m)i+1 ≈ mx(2 ln m)logx m.

With x = exp(c(
√

ln n ln ln n)) for an appropriate constant c, we obtain:

Theorem 4.10 (Alon et al., 1995, Peleg, 2000, p. 215). Every multi-graph has a strictly
fundamental basis of length m exp(O(

√
log n log log n)).

A much improved result has been obtained recently.

Theorem 4.11 (Elkin et al., 2008). Every graph has a strictly fundamental cycle basis of
length O(W log2 n log log n).

The key ingredient for the improved result is a more refined partitioning procedure, called
star-decomposition. We refer the reader to Elkin et al. (2008) for details. We observe in
passing that exp(O(

√
ln n ln ln n) = o(nǫ) for any ǫ > 0 and hence even for planar graphs, the

bounds given in Theorems 4.10 and 4.11 are better than the bound given in Theorem 4.7.
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Figure 19: Alon et al.’s approach to constructing a spanning tree with average stretch in
exp(O(

√
log n log log n)). Shown is the first level: (a) A partition in 8 clusters, C1 to C8, with

the properties described in Theorem 4.9; (b) Red edges denote the spanning tree with radius
≤ x ln m for each cluster. All red edges are part of the resulting tree T ; (c) Each cluster is
contracted to one vertex, possibly introducing multiple edges between clusters. The resulting
graph has less than m/x edges. This graph is the starting point for the next level.

For dense graphs with m = Θ(n2), optimal bounds can be achieved. As early as 1982,
Deo et al. (1982) had conjectured that every simple graph has a fundamental basis of length
O(n2). It took 25 years to prove the conjecture.

Theorem 4.12 (Elkin et al., 2007). Every simple graph on n vertices has a fundamental
cycle basis of length O(n2).

Proof. Abraham et al. (2007) showed that any graph5 G with n vertices contains a spanning
tree T with constant average stretch, averaged over all pairs of vertices, i.e.,

∑

x,y∈(V
2)

dT (x, y)

dG(x, y)
= O(n2).

5The result even holds for weighted graphs; we only need it for unweighted graphs here.
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Here, dG(x, y) and dT (x, y) are the distance between x and y in G and T , respectively.
Restricting the sum to the edges of G establishes

∑

e=(x,y)∈E

dT (x, y) = O(n2).

Since the length of a fundamental cycle closed by a non-tree edge e = (x, y) is dT (x, y) + 1,
the theorem follows.

Open Problem 10. Improve upon Theorem 4.11 or prove a lower bound that is asymptoti-
cally larger than W log n (m log n in the uniform case).
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exact algorithms, nonnegative weights

undirected bases directed bases

deterministic Monte Carlo deterministic Monte Carlo

O( m2n
log n + mn2) O(mω) O(m3n) O(mω)

Thm 5.11 Thm 5.27 Thm 5.12 Thm 5.28

exact algorithms, conservative weights

undirected bases directed bases

deterministic deterministic Monte Carlo

O(n3 log n + m2n
log n + mn2) O(m3n) O(n3 log n + m2n)

Thm 5.14 Thm 5.15 Thm 5.16

(2k − 1)-approximation, integer k > 1, nonnegative weights

undirected and directed bases

Monte Carlo

O(mn1+1/k + min(m,n1+1/k)ω), Thm 5.39

exact algorithms, planar graphs, nonnegative weights

undirected bases and directed bases

O(n2), Thm 5.33

Table 3: Polynomial time algorithms for undirected and directed minimum cycle bases. ω
denotes the exponent of matrix multiplication.

5 Polynomial Time Algorithms for Minimum Cycle Bases

We will now present deterministic and randomized polynomial time algorithms for computing
undirected and directed minimum cycle bases. The deterministic algorithms have running
time Ω(m2n/ log n + mn2), and the randomized algorithms have running time Ω(mω) and
hence cannot be used for very large graphs. Therefore, we will also present techniques for
computing approximate minimum cycle bases. Table 3 contains a summary of the best running
times. The hard variants of the minimum cycle basis problem will be discussed in Section 6.

Open Problem 11. Most algorithms discussed in this chapter have space requirement Ω(m2).
Are there algorithms with reduced space requirement (and maybe increased running time) and
algorithms for external memory?

Recall that a directed basis is a set of ν circuits that are independent over Q and that an
undirected basis is a set of ν circuits that are independent over GF (2). We use κ to denote
either Q or GF (p), where p is a prime, and formulate most of the algorithms in terms of the
field κ.

5.1 The Greedy Algorithm and the Horton Set

A minimum (directed or undirected) cycle basis can be constructed by a simple greedy algo-
rithm. This is almost a direct consequence of Theorem 3.9. We start with an empty basis
and process the circuits of G in order of nondecreasing weight; ties are broken arbitrarily.
We add a circuit to the partial cycle basis if it is linearly independent of the circuits in the
partial basis. We continue until we have obtained ν linearly independent circuits. Checking
linear independence can be easily done by Gaussian elimination.
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Theorem 5.1. The greedy algorithm constructs a minimum weight cycle basis.

Proof. We could appeal to the fact the the greedy algorithm works for matroids (Korte and
Vygen, 2005) and that the set of circuits of a graph formm a matroid. We prefer to give a
self-contained proof.

Assume that the greedy algorithm does not construct a minimum weight basis and consider
the first time in the execution of the algorithm that the partial basis cannot be extended to
a minimum weight basis. Say this happens after the addition of the circuit C. Before adding
C, we had a partial basis B that could be extended to a minimum weight basis Bopt . Let
us write C as a linear combination of the circuits in Bopt , say C =

∑

D∈Bopt
λDD. Since C

is linearly independent of B, there must be a D ∈ Bopt \ B with λD 6= 0. Also, since this
D is linearly independent of B, we must have w(C) ≤ w(D). Thus, Bopt −D + C is also a
minimum weight basis, which is a contradiction.

Since a graph may have an exponential number of circuits, the performance of the greedy
algorithm in its basic form is miserable. Horton (1987) showed that the search for a basis can
be restricted to a set of O(nm) circuits. For a vertex v, let Tv be a shortest path tree in G
rooted at v. For any two nodes, u and v, we use puv to denote the shortest path from u to v
contained in Tu. We do not assume puv = pvu or any other consistency requirement.

Definition 5.1 (Horton, 1987). For a vertex v and an edge e = (x, y) such that the tree paths
from v to x and y, respectively, do not share first edges (this includes the case where one of
them is empty), let Cv,e be the cycle consisting of the tree path from v to x in Tv, followed by
e, followed in turn by the reversal of the tree path from v to y. The Horton set H consists of
all such circuits Cv,e.

The Horton set is really a multi-set, i.e., the mapping (v, e) 7→ Cv,e is not necessarily
injective. In fact, we will show in Section 5.7 that if shortest paths are chosen carefully, it is
highly non-injective. This will lead to improved algorithms. For now, we content ourselves to
show that H contains an MCB. For a circuit C, let z(C) ∈ V ∩C be a vertex that minimizes
the number of non-tree edges of C w.r.t Tv. We call z(C) the base node of C.

Lemma 5.2 (Horton, 1987; Mehlhorn and Michail, 2008; Liebchen and Rizzi, 2005). H
contains a minimum cycle basis. Moreover, when the greedy algorithm is executed with H, it
extracts a minimum cycle basis.

Proof. Consider the greedy algorithm run on the set of all circuits. Circuits are ordered
lexicographically according to

(weight of C, number of edges outside Tz(C), number of edges in C) .

Observe that the circuits in H have second coordinates equal to one and hence come first
among cycles of equal weight.

Let C be the first circuit outside H that is selected by the greedy algorithm. Let z = z(C)
and let e = (u, v) be a non-tree edge (with respect to Tz) on C. Write C = Cz,u ◦ (u, v) ◦Cv,z

and let p and q be the tree paths in Tz connecting z to u and v, respectively. The cost of p is
at most the cost of either cycle path from z to u and the cost of q is at most the cost of either
cycle path from z to v. Consider the cycles C1 = Cz,u ◦ prev , C2 = p ◦ e ◦ qrev , C3 = q ◦ Cv,z

(Fig. 20). The weight of C1, C2 and C3 is at most the weight of C and C = C1 + C2 + C3.
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Figure 20: The three cases in the proof of Lemma 5.2 (not showing symmetrical cases).

We now distinguish cases. Assume first that e is the only non-tree edge on C. Then Cz,u

and Cv,z are contained in Tz. Since C is a circuit and z lies on C, the tree paths to u and v
in Tz cannot have a common first edge; thus C = Cz,e ∈ H, which is a contradiction. Assume
next that C contains more than one non-tree edge. Then at least one of the cycles, C1 or C3,
is non-trivial. Also, with respect to Tz all three cycles have at least one fewer non-tree edge
than C and hence this is also true with respect to their respective base vertices.

Thus all three cycles are considered by the greedy algorithm before C. Also, at least one of
them is independent of the current basis, so it was independent at the time it was considered
and hence should have been added. This either contradicts our definition of C (first cycle
outside H added to the basis) or the operation of the greedy algorithm (a cycle not added
even though it is independent).

For undirected cycle bases, Lemma 5.2 was first shown by Horton (1987). Mehlhorn and
Michail (2008) observed that it suffices to consider a slightly smaller set of circuits. Let Z
be a feedback vertex set of G, i.e., any circuit in G must contain at least one vertex in Z. It
suffices to consider the circuits Cz,e where z ∈ Z and the paths in Tz to the endpoints of e
do not have a common first edge. Computing a minimum feedback vertex set is known to
be APX -hard, however, a 2-approximation can be computed efficiently (Bafna et al., 1999).
Moreover, Liebchen and Rizzi (2005) extended Lemma 5.2 to directed bases.

Lemma 5.2 implies polynomial time algorithms for finding a minimum undirected and
directed cycle basis. We first construct H by solving n single-source shortest-path problems.
In the case of non-negative weights, this amounts to n runs of Dijkstra’s algorithm and takes
O(nm + n2 log n) time. We treat the case of conservative weights in Section 5.5. The Horton
set consists of O(mn) circuits and a partial basis consists of at most ν circuits. For any
circuit in H, we must decide whether it is independent of the current partial basis. Gaussian
elimination performs this task with O(νm) = O(m2) arithmetic operations per circuit. Let Γ
be the cycle matrix of the current basis. We keep the non-tree part of Γ in upper triangular
form. Then independence of a circuit can be checked with O(νm) arithmetic operations
and, in the case of independence, the cycle matrix can be extended by an additional column
with the same number of arithmetic operations. We conclude that a minimum basis can be
constructed with O(m3n) arithmetic operations. The number of arithmetic operations can be
reduced to O(mωn) (Golynski and Horton, 2002; Liebchen and Rizzi, 2005), where ω denotes
the exponent of matrix multiplication, i.e., m × m matrices can be multiplied with O(mω)
arithmetic operations. It is known that ω < 2.376.

Arithmetic operations over GF (2) take constant time. We conclude that a minimum
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weight undirected cycle basis of a nonnegatively weighted graph can be computed in time
O(mωn). For directed cycle bases we appeal to Theorem 3.8. Let P be a set of m primes
of value at least n. The primes p ∈ P are in O(m log m) and hence arithmetic in GF (p)
takes constant time. Computing a minimum GF (p)-basis for all p ∈ P is guaranteed to find
a minimum directed basis. This takes O(m1+ωn) time. Computing a minimum GF (p)-basis
for a random p ∈ P takes O(mωn) time. It finds a minimum directed basis with probability
at least 1/2.

5.2 De Pina’s Approach

We will describe an alternative approach for computing minimum cycle bases introduced
by de Pina (1995) and later refined by Berger et al. (2004); Kavitha et al. (2004); Hariharan
et al. (2006); Kavitha et al. (2007); Mehlhorn and Michail (2008); Amaldi et al. (2009).
Operatng in phases, it starts with an empty set of circuits, and adds one circuit per phase. It
does not necessarily add the circuits in order of increasing weight. This increased flexibility
results in faster running time.

For two vectors, C and S, we use 〈C,S〉 to denote their inner product. Two vectors are
orthogonal to each other if their inner product is zero. The following theorem is the basis of
de Pina’s approach; the version given here is due to Mehlhorn and Michail (2008) and refines
Theorem 3.22.

Theorem 5.3 (de Pina, 1995; Mehlhorn and Michail, 2008). Circuits C1, . . . , Cν form a
minimum κ-basis, where κ = Q or κ = GF (p), if there are vectors S1, . . . , Sν ∈ κE such that
for all i, 1 ≤ i ≤ ν, the following hold:

Prefix Orthogonality: 〈Cj, Si〉 = 0 for all 1 ≤ j < i.

Non-Orthogonality: 〈Ci, Si〉 6= 0 .

Shortness: Ci is a minimum weight circuit in H with 〈Ci, Si〉 6= 0 .

Proof. We first show linear independence. Let C :=
∑

i λiCi be a non-trivial linear combina-
tion and assume that i0 is the largest index for which λi 6= 0. Then 〈C,Si0〉 = λi0〈Ci0 , Si0〉 6= 0.

We next show that the circuits form a minimum cycle basis of G. Assume otherwise.
Then consider the smallest i such that C1, . . . , Ci are not contained in any minimum cycle
basis consisting only of circuits in the Horton set H. Let B be a minimum weight basis
consisting of circuits in the Horton set that contains C1 to Ci−1. We may write Ci as a linear
combination of the circuits in B, Ci =

∑

C∈B λCC. Since 〈Ci, Si〉 6= 0, there exists some
C ∈ B with 〈C,Si〉 6= 0. Since Ci is a minimum weight cycle in H with 〈Ci, Si〉 6= 0, we have
w(Ci) ≤ w(C). Also C 6= Cj for j < i since 〈Cj , Si〉 = 0 for j < i.

Let B′ = B ∪ {Ci} \ {C}; B′ is a basis according to Theorem 3.9 and w(B′) ≤ w(B). So
B′ is also a minimum cycle basis. It consists only of circuits in H and contains C1 to Ci,
which is a contradiction.

Theorem 5.3 leads to Algorithm 1. The algorithm operates in ν phases. In each phase,
a non-zero vector S, orthogonal to all cycles in the partial basis, is determined and then a
shortest circuit C ∈ H with 〈S,C〉 6= 0 is computed and added to the basis. We still need to
show that there is always a vector S of the desired form and a circuit to add.
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Algorithm 1 An algebraic framework for computing a minimum cycle basis.

1: let T be an arbitrary spanning tree.
2: for i← 1, . . . , ν do

3:
Determine a non-zero vector Si with Si(e) = 0 for e ∈ T and orthogonal
to C1 to Ci−1.

4: Compute a minimum weight cycle Ci ∈ H with 〈Ci, Si〉 6= 0.
5: end for

Lemma 5.4. Let T be a spanning tree of G. For each phase i, 1 ≤ i ≤ ν: There is a non-zero
vector Si ∈ κE such that 〈Si, Cj〉 = 0 for j < i and Si(e) = 0 for e ∈ T and there is at least
one cycle C ∈ H with 〈C,Si〉 6= 0.

Proof. Let C ′
j be the restriction of Cj to N := E \ T . The space spanned by C ′

1 to C ′
i−1 has

dimension i − 1 and i − 1 < ν. Thus there is a vector S′ ∈ kN with 〈C ′
j, S

′〉 6= 0 for j < i.
Define Si by Si(e) = S′(e) for e ∈ N and Si(e) = 0 for e ∈ T .

Let e be any edge with Si(e) 6= 0 and let Ce be the fundamental circuit defined by e.
Then 〈Ce, Si〉 = Si(e) 6= 0. Since the Horton set contains a basis, Ce can be written as a
linear combination of circuits in H. Thus, there must be at least one circuit C ∈ H with
〈C,Si〉 6= 0.

The requirement that Si(e) = 0 for all e ∈ T in line (3) of Algorithm 1 is essential.
Assume G contains a bridge e. Then the unit vector Si with Si(e) = 1 is trivially orthogonal
to the circuits C1 to Ci−1. However, line (4) will fail because there is no circuit that is non-
orthogonal to this Si. In the next sections we describe how to implement the two main steps
of Algorithm 1.

5.3 Maintaining the Orthogonal Space

The vector Si is a non-trivial solution of the linear system 〈Cj , Si〉 = 0 for 1 ≤ j < i and
Si(e) = 0 for all e ∈ T . The naive way would be to solve this linear system using Gaussian
elimination with O(mω) arithmetic operations. Since we need to solve one linear system per
phase, the total number of arithmetic operations required would be O(m1+ω).

However, the linear systems to be solved are not independent. Each phase adds one
additional equality. De Pina (1995) and later Berger et al. (2004) observed that it pays to
maintain a basis of the solution space of this linear system. The basis is easily updated from
one phase to the next.

Let T be an arbitrary spanning tree of G and let e1 to eν be the non-tree edges. We set
Si(ei) = 1 and Si(ej) = 0 for j 6= i. This corresponds to the standard basis of the space
κN . At the beginning of phase i, we have Si, Si+1, . . . , Sν that form a basis of the space
C⊥ of all vectors S that are orthogonal to circuits C1, . . . , Ci−1 and have S(e) = 0 for all
e ∈ T . We use Si to compute Ci (see Section 5.4) and update vectors {Si+1, . . . , Sν} to a
basis {S′

i+1, . . . , S
′
ν} of the subspace of C⊥ that is orthogonal to Ci. The update step is as

follows. For i + 1 ≤ j ≤ ν, let

S′
j = Sj −

〈Ci, Sj〉
〈Ci, Si〉

Si.

Lemma 5.5. The set {S′
i+1, . . . , S

′
ν} forms a basis of the subspace orthogonal to {C1, . . . , Ci}.
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Algorithm 2 Maintaining a Basis of the Orthogonal Space

1: Initialize Sj by Sj(ei) = δij for 1 ≤ j ≤ ν and 1 ≤ i ≤ m.
2: for i← 1, . . . , ν do

3: Compute a minimum weight cycle Ci ∈ H with 〈Ci, Si〉 6= 0
4: for j ← i + 1, . . . , ν do

5: Sj = Sj − 〈Ci,Sj〉
〈Ci,Si〉

Si

6: end for

7: end for

Proof. We will first show that S′
i+1, . . . , S

′
ν are orthogonal to C1, . . . , Ci. Let j ≥ i + 1 and

ℓ ≤ i. We have

〈S′
j, Cℓ〉 = 〈Sj , Cℓ〉 −

〈Ci, Sj〉
〈Ci, Si〉

〈Si, Cℓ〉.

For ℓ < i, 〈Sj , Cℓ〉 = 〈Si, Cℓ〉 = 0. For ℓ = i, the terms on the right-hand side cancel.
Now we will show that S′

i+1, . . . , S
′
ν are linearly independent. Consider a linear combina-

tion

0 =
∑

j≥i+1

λjS
′
j =

∑

j≥i+1

λjSj − (
∑

j≥i+1

λj
〈Ci, Sj〉
〈Ci, Si〉

)Si.

Since the Sj, j ≥ i, are independent, we conclude that λj = 0 for all j.

Let us now bound the number of arithmetic operations. In each iteration, we update no
more than ν vectors at a cost of O(ν) arithmetic operations each. Thus the total number of
arithmetic operations is O(ν3) = O(m3). For undirected bases, this is also the running time.

The vector Si is only needed in the i-th phase. In particular, the second half of the vectors
is only needed in the second half of the computation. We can save time by not updating these
vectors at all in the first half of the computation and then computing the cumulative effect
of the first half of the computation. We will be able to use fast matrix multiplication for the
cumulative update. We now give the details. Let k = ⌊ν/2⌋. What is the effect of the first k
phases on the vectors Sk+1 to Sν?

For column vectors v1 to vℓ, we use [v1, . . . , vℓ] to denote the matrix with columns v1 to
vℓ. Let S1 to Sν denote our vectors before phase 1 and let S′

1 to S′
ν be the vectors after phase

k. Then,
[S′

k+1, . . . , S
′
ν ] = [Sk+1, . . . , Sν ]− [S′

1, . . . , S
′
k]A

for some k × (ν − k) matrix A. We want 〈Cℓ, S
′
j〉 = 0 for 1 ≤ ℓ ≤ k and k + 1 ≤ j ≤ ν. Let

C = [C1, . . . , Ck]. Then

0 = CT [S′
k+1, . . . , S

′
ν ] = CT [Sk+1, . . . , Sν ]− CT [S′

1, . . . , S
′
k]A

and hence
A = (CT [S′

1, . . . , S
′
k])−1CT [Sk+1, . . . , Sν ].

Since 〈Cℓ, S
′
i〉 = 0 for 1 ≤ ℓ < i ≤ k and 〈Ci, S

′
i〉 6= 0, the matrix CT [S1, . . . , Sk] is lower

triangular with non-zero entries on the diagonal and hence invertible. We need to compute
three matrix products and one matrix inversion. Each of them can be performed with O(mω)
arithmetic operations. We conclude that the cumulative update of Sk+1 to Sν at the end of
phase k requires only O(mω) arithmetic operations instead of the Θ(m3) operations for the
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Algorithm 3 Maintaining a Basis of the Orthogonal Space with Bulk Updates

1: Initialize Sj by Sj(ei) = δij for 1 ≤ j ≤ ν and 1 ≤ i ≤ m.
2: MinimumCycleBasis(1, ν)
3: where
4: procedure MinimumCycleBasis(ℓ, u) ⊲ Adds Circuits Cℓ to Cu

5: if ℓ = u then

6: compute a minimum weight cycle Ci ∈ H with 〈Ci, Si〉 6= 0;
7: else

8: k ← ⌊(ℓ + u)/2⌋;
9: MinimumCycleBasis(ℓ, k);

10: C ← [Cℓ, . . . , Ck];
11: A← (CT [Sℓ, . . . , Sk])−1CT [Sk+1, . . . , Su];
12: [Sk+1, . . . , Su]← [Sk+1, . . . , Su]− [Sℓ, . . . , Sk]A; ⊲ now CT [Sm+1, . . . , Su] = 0

13: MinimumCycleBasis(m + 1, u);
14: end if

15: end procedure

continuous update. We can carry this idea further by applying it recursively, for example,
by not updating S⌊k/2⌋+1 to Sk in the first ⌊k/2⌋ phases, but doing a bulk update of these
vectors after phase ⌊k/2⌋. We thereby obtain Algorithm 3.

Consider a call of procedure MimimumCycleBasis which is not innermost and let r =
u− ℓ + 1, s = k − ℓ + 1 and t = u− k. In the update of the vectors Sk+1 to Su, we perform
(s,m, s), (s,m, t), (s, s, t), (m, s, t) matrix multiplications6, one inversion of an s× s matrix,
and one addition of two m×t matrices. If we split all matrices into blocks of s×s matrices and
use fast matrix methods for the blocks, the update requires O((m/s)sω) arithmetic operations.
The total number U of arithmetic operations for all updates follows the recursion

U(r) =

{

0 if r = 1

O((msω−1) + U(s) + U(r − s) if r > 1 and s = ⌈r/2⌉.

This recurrence has solution U(r) = O(mrω−1). In our outermost call, r = ν = O(m). We
conclude that the total number of arithmetic operations in the update steps is O(mω).

Lemma 5.6. The total number of arithmetic operations performed in lines 10 to 12 of Al-
gorithm 3 is O(mω). In a computation over GF (p) with log p = O(log m), the time spent in
lines 10 to 12 is O(mω).

5.4 Computing the Circuits

We now come to the second main ingredient of the minimum cycle basis algorithm. Given
a non-zero vector S, compute a minimum weight circuit C with 〈S,C〉 6= 0. We know from
Theorem 5.3 that the search can be restricted to H. We will exploit this fact in Sections 5.4
and 5.7. Now, we will show how to find C without this additional knowledge.

We first consider the undirected case and nonnegative edge weights and reduce the com-
putation to n shortest-path computations. Over GF (2), the vector S is zero-one and therefore

6An (a, b, c) matrix multiplication multiplies an a × b matrix with a b × c matrix.
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Figure 21: An example of the graph GS , where S = {(1, 2)}. Since the edge (1, 2) belongs to
S we have the edges (1−, 2+) and (1+, 2−) connecting vertices on different sides. The edges
not in S, i.e., (1, 4), (2, 4), and (3, 4) have copies on both sides.

corresponds to a subset of E; 〈S,C〉 6= 0 if and only if C uses an odd number of edges in
S. The following construction is well known (Barahona and Mahjoub (1986); Grötschel et al.
(1988)). The signed graph GS is defined from G = (V,E) and S in the following manner. GS

has two copies for each vertex v ∈ V . Call them v+ and v−. Let e = (u, v) be any edge of
G. If e 6∈ S, we put the edges (v+, u+) and (v−, u−) into GS and if e ∈ S, we put the edges
(v+, u−) and (v−, u+) into GS . In either case, the edges inherit the weight of e. Figure 21
illustrates the construction. The vertices of GS naturally split into a + side and a − side.
Edges of GS corresponding to edges in E \ S connect vertices on the same side, and edges
corresponding to edges in S connect vertices on opposite sides.

A path in G starting at a node v lifts to two paths in GS , one starting in v+ and one
starting in v−. The path ends on the other side if and only if it uses an odd number of edges
in S. So a circuit passing through v and using an odd number of edges in S lifts to a simple
path of the same weight connecting v+ and v−. The lifted path does not use both copies
in GS of an edge of G. Conversely, consider a path p connecting v+ to v− in GS . It may
use both copies of an edge of G. In our example, the path 〈3+, 4+, 1+, 2−, 4−, 3−〉 uses both
copies of (3, 4). We split

p = 〈v+, . . . , x∗〉(x∗, y†)〈y† . . . y−†〉(y−†, x−∗)〈x−∗, . . . , v−〉

at the two copies of an edge, say (x, y) such that the “middle part” q = 〈y† . . . y−†〉 does not
use both copies of any edge; q connects y+ and y− and w(q) ≤ w(p) since edge weights are
nonnegative. We summarize the discussion in:

Lemma 5.7. For each v ∈ V , let pv be a minimum weight minimum cardinality path7 from
v+ to v− in GS. Let v0 be such that pv0 has minimum weight among the paths pv. Break ties
in favor of the path containing fewer edges. Let C = Cv0 be the projection of pv0 into G. C
is a minimum weight cycle in G using an odd number of edges in S.

7A minimum weight minimum cardinality path from v+ to v− is a minimum weight path from v+ to v−.
Among the minimum weight paths, it has a minimum number of edges.
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The computation of the path pv0 can be performed by computing n shortest (v+, v−) paths,
one for each vertex v ∈ V , each by Dijkstra’s algorithm in GS and taking their minimum,
or by one invocation of an all-pairs shortest-paths algorithm in GS . This computation takes
O(n(m+n log n)) time. Note that depending on the relation between m and n, we may choose
which shortest-paths algorithm to use. For example, in the case when the edge weights are
integers, or the unweighted case, it is better to use faster all-pairs shortest-paths algorithms
than run Dijkstra’s algorithm n times.

Computation over GF (p): The signed graph technique extends to computations over
GF (p) (Kavitha and Mehlhorn, 2005). The entries of the vector S are now in {0, . . . , p− 1}.
Accordingly, we have p levels and p copies v0 to vp−1 of each edge. An edge e ∈ E with
s = S(v) gives rise to edges (vi, vi+s) for 0 ≤ i < p. Superscripts are to be read modulo
p, buverything else is as before. Because of the larger graph, the cost of the shortest-path
computation is multiplied by p.

Hariharan et al. (2006) were able to remove the factor of p in the running time. Consider a
shortest-path computation starting at v0. The algorithm outlined in the previous paragraph
computes for each w and each i ∈ {0, . . . , p−1} a shortest path to wi. The improved algorithm
computes for every w only two paths. Let i0 be such that the path from v0 to wi0 is no longer
than to any wi and let i1 be such that the path from v0 to wi1 is no longer than to any
wi with i 6= i0. The algorithm computes the paths to wi0 and wi1 and this can be done in
Dijkstra-time.

We will not go into more detail since the following section presents a simpler and faster
approach, which is, furthermore, the same for all GF (p).

Labeled Trees: We know from Theorem 5.3 that the search for a shortest circuit Ci with
〈Ci, Si〉 6= 0 in line 6 of Algorithm 3 may be restricted to the circuits in H. A compact
representation of the circuits in H is given by the shortest-path trees Tv, v ∈ V . For v ∈ V ,
each edge e = (x, y) connecting vertices in distinct subtrees of Tv gives rise to the circuit
Cv,e ∈ H.

How can we compute 〈Cv,e, Si〉 efficiently? The idea (Mehlhorn and Michail, 2008) is to
precompute most of the inner product. For any v and w, let pv,w be the path from v to w
in Tv. We label w in Tv with ℓv,w = 〈pv,w, Si〉. For fixed v, the labels ℓv,w can be computed
in O(n) arithmetic operations. It takes O(n2) arithmetic operations to label all trees. Once
the labels are available, 〈Cv,e, Si〉 can be computed with a constant number of arithmetic
operations. If e = (x, y),

〈Cv,e, Si〉 = ℓv,x + Si(e)− ℓv,y.

Lemma 5.8. If the shortest-path trees Tv, v ∈ V , are available, the minimum weight cycle
C ∈ H with 〈C,Si〉 6= 0 can be found with O(nm) arithmetic operations.

5.5 Computing Shortest-Path Trees

For nonnegative edge weights, we use Dijkstra’s algorithm and obtain:

Lemma 5.9. If edge weights are nonnegative, the shortest-path trees Tv, v ∈ V , can be
computed in O(n(m + n log n)) time.
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For conservative edge weights, heavier machinery needs to be used. It is known that
computing all-pairs shortest paths in undirected graphs with real edge weights but no negative
cycles can be computed by solving a sequence of general weighted matching problems.8

Lemma 5.10. If edge weights are conservative, the shortest-path trees Tv, v ∈ V , can be
computed in O(n2m + n3 log n) time.

Proof. The single-sink single-source shortest-path problem in a conservatively weighted undi-
rected graph reduces to a weighted perfect matching problem in a graph with O(n) vertices
and O(m) edges (Korte and Vygen, 2005, page 278) and hence can be solved in O(n(m +
n log n)) time (Gabow, 1990). The construction of the perfect matching problem consists of
n “searches”; each search takes O(m + n log n) time. The all-pairs shortest-path problem can
be reduced to a perfect matching problem plus n2 searches (Korte and Vygen, 2005, page
279).

5.6 Putting it Together

We can now put the pieces together.

Theorem 5.11 (Kavitha et al., 2004; Mehlhorn and Michail, 2008). For nonnegative weight
functions, a minimum weight undirected cycle basis can be computed in O(m2n/ log n + mn2)
time.

Proof. It takes O(nm+n2 log n) time to compute the shortest-path trees (Lemma 5.9), O(mω)
time (Lemma 5.6) to compute the Si, 1 ≤ i ≤ ν, and O(nm2) time to determine the cycles
Ci, 1 ≤ i ≤ ν. The total running time is O(m2n).

Mehlhorn and Michail (2008) have shown that word parallelism on words of O(log n) bits
can be used to extract the cycles in O(m2n/ log n) time at the cost of increasing preprocessing
time to O(mn2).

Theorem 5.12 (Hariharan et al., 2006; Mehlhorn and Michail, 2008). For nonnegative weight
functions, a minimum weight directed cycle basis can be computed in O(m3n) time.

Proof. According to Theorem 3.8, it suffices to compute the minimum GF (p)-basis for m
primes larger than n. The best such basis is a minimum weight directed cycle basis.

For each fixed p, it takes O(nm + n2 log n) time to compute the shortest-path trees
(Lemma 5.9), O(mω) time (Lemma 5.6) to compute the Si, 1 ≤ i ≤ ν, and O(nm2) time to
determine the cycles Ci, 1 ≤ i ≤ ν. The total running time is O(m2n) for each p and hence
O(m3n), altogether.

Theorem 5.13 (Hariharan et al., 2006; Mehlhorn and Michail, 2008). For nonnegative weight
functions, a minimum weight directed cycle basis can be computed in O(m2n) time with a
probability of at least 1/2.

Proof. According to Theorem 3.8, it suffices to compute the minimum GF (p)-basis for a prime
p chosen randomly from a set of m primes larger than n. For such a prime the minimum
GF (p)-basis can be computed in O(m2n) time .

8In directed graphs with no negative cycles, one solves one single-source problem to obtain a potential
function. The potential function is then used to obtain an equivalent problem with non-negative edge weights.
This reduction does not work for undirected graphs. Also, observe that making an undirected graph bidirected
will turn a negative edge into a negative cycle.
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Theorem 5.14. For conservative weight functions, a minimum undirected cycle basis can be
computed in O(n3 log n + m2n/ log n + mn2) time.

Proof. Follows from Lemmas 5.10, 5.6, 5.8, and the remark made in the proof of Theo-
rem 5.11.

Theorem 5.15. For conservative weight functions, a minimum directed cycle basis can be
computed in O(m3n) time.

Proof. Follows from Theorem 3.8, and Lemmas 5.10, 5.6, and 5.8.

Theorem 5.16. For conservative weight functions, a minimum directed cycle basis can be
computed in O(n3 log n + m2n) time with a probability of at least 1/2.

Proof. Follows from Theorem 3.8, and Lemmas 5.10, 5.6, and 5.8.

5.7 A Solution in Monte Carlo Running Time O(mω)

We will show that minimum weight undirected and directed bases can be computed in Monte
Carlo time O(mω). The improvement is based on two observations:

• The search for a minimum cycle basis can be restricted to a subset of the Horton multi-
set, namely the set of isometric circuits, which have total length O(nm).

• The extraction of the minimum weight basis from the set of isometric circuits can be
done in Monte Carlo time O(mω) and with an exponentially small error probability.

We introduce isometric circuits in Section 5.7.2 and show that the set of isometric circuits
contains a minimum weight basis and that their total length is O(nm). The proofs require
that shortest paths be chosen in a careful way. We therefore discuss unique shortest paths
in Section 5.7.1. Finally, the selection of the minimum weight basis from the set of isometric
circuits is discussed in Section 5.7.3.

5.7.1 Best Paths

For the improved algorithm, we need to select shortest paths carefully. We need to select
a collection puv of shortest paths such that any subpath of any puv is also in the collection
and such that if puzpzv is a shortest path connecting u and v, then puv is equal to this path.
The latter condition amounts to uniqueness of shortest paths. We discuss two methods for
making shortest paths unique, a deterministic method by Hartvigsen and Mardon (1994) and
a simple randomized method. We will refer to unique shortest paths as best paths.

A Deterministic Solution: Let E = {e1, e2, . . . , em}. We order E via e1 < e2 < . . . < em.
With any set P = {ei1 < ei2 < . . . < eik} ⊆ E, we associate the tuple (w(P ), k, ei1 , . . . , eik).
If P and Q are distinct sets of edges, we say that P is better than Q and write P ≺ Q if the
tuple for P precedes the tuple for Q in the lexicographic ordering, i.e., if either the weight
of P is lower than the weight of Q, or the weights are the same and the cardinality of P is
lower, or weights and cardinalities are the same and min(P \Q) < min(Q \ P ). The relation
“better” is a linear ordering. Paths and circuits can be viewed as sets of edges and hence we
can order paths and circuits by ≺.
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let w′(e) = w(e) + ǫ, where ǫ is a positive infinitesimal. Compute shortest path distances
d(u, v) with respect to w′.
for all pairs (u, v) in increasing order of d(u, v) do

if d(u, v) = w′(uv) then

uv is the best path connecting u and v. Continue with the next pair.
end if

for all neighbors u′ of u with d(u, v) = w′(uu′) + d(u′, v) do

let vv′ be the first edge on pvu′ .
if uu′ is not the first edge on puv′ then

discard u′ and continue with next neighbor of u
end if

pair u′ and v′, see Figure 23.
end for

select the pair (u′, v′) with minimal value of min(min(puv′), min(pu′v)).
set puv to puv′v

′v (equivalently uu′pu′v).
end for

Figure 22: Hartvigsen and Mardon’s algorithm for constructing best paths.

u vu′

u′′

u′′′

v′

v′′

Figure 23: Selection of puv: There are three paths from u to v realizing d(u, v). We pair u′

and v′ and u′′ and v′′; u′′′ is not paired with any neighbor of v.

For any two nodes u and v, let puv be the best path from u to v in G with respect to
the ordering defined above. The empty path is the best path from any node to itself and
puv = pvu. Subpaths of best paths are best, i.e., if x and z lie on puv then the subpath of puv

connecting x and z is equal to pxz.
Hartvigsen and Mardon (1994) showed that any shortest-path algorithm can be extended

to compute best paths (Fig. 22). We first modify w to w′, where w′(e) = w(e) + ǫ and ǫ is
a positive infinitesimal.9 The effect of this change is that the order of paths with different
weights is not changed and that for paths of the same weight, the shorter path is preferred. Let
d(u, v) be the shortest path distances according to the modified weight function (computed

9Addition and comparison in R augmented by a positive infinitesimal is as follows: we have (a+bǫ)+(c+dǫ) =
(a + b) + (c + d)ǫ and (a + bǫ) < (c + dǫ) if either a < c or a = c and b < d.
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by any all-pairs shortest-path algorithm).
We now consider the pairs (u, v) in order of increasing d(u, v) values; ties are broken

arbitrarily. We assume inductively that pxy is already computed for (x, y) with d(x, y) <
d(u, v) and show how to compute puv in deg(u) + deg(v) time. Hence, the total time is
O(nm). puv is either the edge uv or a proper path. The former is the case if and only if
d(u, v) = w′(uv). So assume that puv is a proper path and let x and y be the neighbors of
u and v on puv. Then puv = uxpxv = puyyv, d(u, y) < d(u, v) and d(x, v) < d(u, v). Thus
puy and pxv are already available and x and y will be paired in the inner for-loop. For any
pair (u′, v′) that is formed in the inner for-loop, uu′pu′v′v

′v is a minimum weight path of
minimum length connecting u and v. Moreover, puv′ = uu′pu′v′ and pu′v = pu′v′v

′v. How can
we select the best among these paths? The crucial observation is that the candidate paths
are edge-disjoint; thus if p and q are candidate paths, min(p \ q) < min(q \ p) if and only if
min p < min q. Indeed, consider candidate paths p and q and assume that both pass through
z. Then puz is a prefix of p as well as q and pzv is a suffix of p as well as q. Thus p = q.

We summarize: The time to compute best paths is the time to solve the all-pair shortest-
path problem for the modified weight function w′ plus O(n2 log n) time to sort the d(u, v)’s
plus O(nm) time to extract best paths. The sorting step can be avoided, see Lemma 5.17.

Remark: The all-pair shortest-path problem can be solved in O(nm+n2 log n) time. Pettie
(2004) improved this recently to O(nm + n2 log log n). For planar graphs there is an O(n2)
algorithm (Frederickson, 1987) and for undirected graphs with integer edge weights, there is
an O(nm) algorithm (Thorup, 1999). Thus, for sparse graphs with m = O(n), the sorting
step will be the bottleneck. However, the sorting step is not required.

Lemma 5.17. Best paths can be computed in O(APSP +nm) time, where APSP is the time
to solve the all-pairs shortest-path problem for the modified weight function.

Proof. We replace sorting by a topological ordering of a suitable directed graph. The vertices
are the pairs (u, v) with u, v ∈ V . We have an edge from (u, v′) to (u, v) if v′v ∈ E and
d(u, v′)+w′(v′v) = d(u, v), and we have an edge from (u′, v) to (u, v) if uu′ ∈ E and w(uu′)+
d(u′v) = d(u, v). The number of edges is 2nm. We process the nodes in topological order.

A Randomized Solution: We set w′(e) = w(e)+ǫ+reǫ
2, where ǫ is a positive infinitesimal

and re is a random integer in [0..M − 1] for M = 2n2m2. For nodes x and y and integer ℓ,
let d(x, y, ℓ) be the minimum weight (with respect to weight function w′) of a path of length
ℓ connecting x and y. If shortest paths are not unique, there must be an ℓ, 1 ≤ ℓ ≤ n, a node
x, and edges uy and vy with u 6= v such that

d(x, u, ℓ− 1) + w′(uy) = d(x, v, ℓ − 1) + w′(vy) .

There are less than n2m2 such choices. For each choice, the probability that the event happens
is at most 1/M . Thus, the probability that shortest paths are not unique is at most n2m2/M .

We run our favorite all-pairs algorithm for weight function w′. Let d be the computed
distance function. We perform the following check: For any pair (x, y) with x 6= y, we
check whether there are two neighbors, u and v, of y with d(x, y) = d(x, u) + w′(uy) =
d(x, v) + w′(vy). If this is the case for some pair (x, y), we declare the perturbation a failure,
choose new values re, and repeat. The check takes O(nm) time. We fail with a probability
of at most 1/2 and hence the expected number of trials is at most 2.
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Figure 24: All edges have weight zero. If (1, 5, 3) is chosen as p1,3, (2, 1, 5, 3, 4) as p2,4, and
(4, 1, 2, 3, 5) as p4,5, then no circuit is isometric. The deterministic strategy of Section 5.7.1
selects all edges as shortest paths and sets p1,3 = (1, 2, 3), p2,4 = (2, 1, 4), p2,5 = (2, 1, 5),
and p4,5 = (4, 3, 5). The circuits (1, 2, 3, 4, 1) and (1, 2, 3, 5, 1) are isometric, but the circuit
(1, 4, 3, 5, 1) is not.

Lemma 5.18. Best paths can be computed in Las Vegas time O(APSP +nm), where APSP
is the time to solve the all-pairs shortest-path problem.

Circuits are also ordered by the weight function w′. A circuit C is better than a circuit
C ′ if and only if w′(C) < w(C ′). Distinct circuits may have the same weight.

5.7.2 Isometric Circuits

For any pair, u and v, of nodes, let puv be a best path connecting u and v. In the preceding
section, we learned how to compute a collection of best paths. Horton (1987) introduced the
notion of isometric circuits. A circuit C is isometric if for any two vertices, u and v, on C,
puv is contained in C. We use I to denote the set of isometric circuits. Actually, Horton
called a cycle isometric if for any two vertices, u and v, some shortest path connecting u and
v is contained in C. Of course, with this definition the number of isometric circuits may be
exponential. With the definition given here and an unfortunate choice of designated shortest
paths, the set of isometric paths may be empty, as Figure 24 shows. With the right choice
of designated shortest paths, isometric circuits exist and can be used for a minimum weight
basis.

Lemma 5.19 (Amaldi et al., 2009). I contains a minimum weight κ-basis.

Proof. We run the greedy algorithm for cycle bases on the set of all circuits ordered by
the relation “better” defined in the preceeding subsection; ties are broken arbitrarily. The
algorithm starts with the empty basis and considers the circuits in order of decreasing quality.
Whenever a circuit is encountered that is independent of the current basis, the circuit is added
to the current basis. We claim that the algorithm chooses only circuits in I.

Consider a circuit C 6∈ I and let B be the partial basis when C is considered for inclusion
in B. There are vertices u and v on C such that C does not contain puv. Split C at u and v
to obtain a path p1 from u to v and a path p2 from v to u. Consider the cycles C1 = p1pvu

and C2 = p2puv. We have C = C1 +C2 and C1 and C2 are better than C. Thus, both circuits
were considered before C and hence lie in the span of B. Thus, C lies in the span of B and
is not added to B.
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Lemma 5.20 (Horton, 1987). Let C be any isometric circuit and let x be an arbitrary vertex
of C. Then there is an edge e = (u, v) on C such that C = pxuepvx. Conversely, if for every
x ∈ C, there is such an edge, then C is isometric.

Proof. Let C = (x = v0, v1, . . . , vk = x). Since the empty path is the minimum weight path
from x to x and C is not the minimum weight path from x to x, there must be an i such that
pxvi

= (v0, v1, . . . , vi) but pxvi+1 6= (v0, v1, . . . , vi, vi+1). Then pxvi+1 = (vk, vk−1, . . . , vi+1) and
hence e = (vi, vi+1) is the desired edge.

For the converse, consider any two nodes x and z on C and let e = uv be such that
C = pxuepvx; z lies on one of the paths and subpaths of best paths are best paths. Thus C
contains pxz.

Recall the definition of the Horton multi-set H. It consists of all circuits Cx,e = pxuepvx,
where e = uv and the paths pxu and pxv do not share a first edge. By Lemma 5.20, each
isometric circuit C is a Cx,e for |C| different nodes x.

Lemma 5.21 (Amaldi et al., 2009). The total length of the isometric cycles is at most nm.

Proof. An isometric cycle C occurs |C| times in the Horton multi-set and hence
∑

C∈I |C|
can be no larger than the cardinality of the Horton multi-set.

We will next show that we can extract I from the Horton multi-set in O(nm) time. For
any node x, let Tx be the best-path tree rooted at x, i.e., Tx is the union of the paths pxv over
all v. For every node v 6= x, let sx(v) be the child of x in Tx containing v in its subtree. In
other words, sx(v) is the first node on the best path from x to v. The vectors sx for all x ∈ V
can be the computed in O(n2) time. The following lemma shows how to identify different
representations of the same isometric circuit and how to discover non-isometric circuits. The
Horton multi-set consists of all Cx,e with e = uv and either sx(u) 6= sx(v) or x ∈ {u, v} and
e 6= puv.

Lemma 5.22 (Amaldi et al., 2009). Consider C = Cx,e ∈ H.

1. If x is an endpoint of e, say e = xv, then C = epxv = Cv,e.

2. If x is not an endpoint of e, say e = uv, and x′ = sx(u) is the first node on the best
path from x to u then:

(a) if x = sx′(v), then Cx′,e = C,

(b) if x 6= sx′(v) and u = sv(x′) then C = Cv,xx′, and

(c) if x 6= sx′(v) and u 6= sv(x′) then C is not isometric.

Proof. If e = xv, we have C = pxvvx = xvpvx = Cv,e. This establishes 1. Now assume that x
is not an endpoint of e. Let e = uv and let x′ be the first vertex on the best path from x to
u. Then pxu = xx′px′u.

If x is the first vertex on the best path from x′ to v, then pux′px′v = puxpxv. Thus
C = Cx′,e. This establishes 2a.

Now assume that x is not the first vertex on the best path from x′ to v. If C is isometric,
the best path from x′ to v must be px′u followed by e. Therefore u is the first vertex best
path from v to x′. This establishes 2c. Conversely, if u is the first vertex on the best path
from v to x′, pvx′ = vupux′ and hence C = pvxxx′px′v = Cv,xx′ . This establishes 2b.
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Figure 25: In (a) all edges have weight one; we select e1e2 as the best path connecting 1
and 3. The pairs (1, e2) and (3, e1) do not contribute a circuit to the Horton set. The circuits
C1,e3 and C3,e4 are bad by condition 2c. For the former cycle let x = 1, u = 3, and v = 4;
then 2 = s1(3) and 1 6= s2(4) and 3 6= s4(2). The other circuits are connected as shown below
the graph.
(b) shows an isometric circuit C embedded onto a circle. The edges correspond to the cir-
cular arcs between the vertices and the length of an arc is proportional to the weight of the
corresponding edge. For any vertex v, we have C = Cv,e where e contains the mirror image of
v with respect to the center of the circle. We have the following connections: C1,e4 and C2,e4

are connected by condition 2a, C2,e4 and C5,e2 are connected by condition 2b, and so on.

Lemma 5.22 allows us to identify different representations of the same isometric circuit. It
also allows us to exclude some circuits as non-isometric. We next show that all representations
of an isometric circuit will be identified and all non-isometric circuits will be discovered. We
set up a graph whose vertices are the pairs (x, e), x ∈ V , e ∈ E. Let u be either endpoint of
e and let v the other endpoint. We label (v, e) as bad if either (x, e) does not contribute a
circuit to H or condition 2c holds. We connect two pairs if they satisfy condition 1 or 2a or
2b; see Figure 25.

Lemma 5.23 (Amaldi et al., 2009). All representations of an isometric circuit belong to the
same connected component.

Proof. Let C = (v0, v1, . . . , vk = v0) be an isometric circuit, let ei = (vi, vi+1), and for any i,
0 ≤ i < k, let j(i) be such that C = Cvi,ej(i)

. Figure 25 shows how the different representations
of C are linked together. In this figure, a representation Cvi,ej(i)

is indicated as a dashed arrow
from vi to ej(i). In cases 1 and 2a, vi and vi+1 point to the same edge, i.e., the tail of the
arrow advances by one position. In case 2b, we replace the arrow from vi to ej(i) = vj(i)vj(i)+1

by the arrow from vj(i)+1 to vivi+1, i.e., we reverse the direction of the arrow and it now
points from the tail of ej(i) to the cycle edge out of vi. In this way, the arrow sweeps around
the circuit once and links all representations of the same circuit.
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Lemma 5.24 (Amaldi et al., 2009). If Cv,e is non-isometric then the component of (v, e)
contains a bad pair.

Proof. Let C = (v0, v1, . . . , vk = v0) be a non-isometric circuit and let ei = (vi, vi+1). For
some, but not all, i, 0 ≤ i < k, there will be a j(i) such that C = Cvi,ej(i)

. Observe that
if C = Cvi,ej(i)

, the best paths from vi to the vertices of C are initial segments of either
pvivj(i)

or pvivj(i)+1
. Also, if the best path from vi+1 to vj(i)+1 is contained in C, then either

C = Cvi+1,ej(i)
or C = Cvj(i)+1,ei

.
Thus, if C is non-isometric, there must be i such that the best path from vi+1 to vj(i)+1

is not contained in C. For any such i, (vi, ej(i)) will be declared bad. Thus, if Cv,e is non-
isometric, its component will contain a bad pair.

Theorem 5.25 (Amaldi et al., 2009). In O(nm) time, we can extract for each isometric
cycle one pair (v, e) with C = Cv,e.

5.7.3 The Algorithm

We assume κ = GF (p). We refine de Pina’s approach by selecting in phase i a minimum
weight isometric circuit instead of a minimum weight circuit from the Horton set, i.e., line
(4) of Algorithm 1 is changed into:

find a minimum weight isometric circuit Ci with 〈Ci, Si〉 6= 0.

A probabilistic search technique finds this circuit quickly.

Lemma 5.26 (Amaldi et al., 2009). Let C be a collection of circuits. For each circuit C ∈ C,
let λC ∈ GF (p) be chosen randomly and let D =

∑

C∈C λCC. Let S be a non-zero vector in
GF (p)E. If all circuits in C are orthogonal to S, D is orthogonal to S. If C contains a circuit
that is non-orthogonal to S, D is orthogonal to S with a probability of at most 1/p.

Proof. Clearly, if every circuit in C is orthogonal to S, then so is D.
Assume next that C ′ ∈ C is non-orthogonal to S and consider a fixed choice of coefficients

λC for the circuits C ∈ C, C 6= C ′. Also assume that there are two distinct choices α
and β for λC′ such that

∑

C∈C λCC are orthogonal to S. Then αC ′ +
∑

C∈C,C6=C′ λCC and
βC ′ +

∑

C∈C,C6=C′ λCC are orthogonal to S. Thus (β − α)C ′ is orthogonal to S, which is a
contradiction. Thus the probability that 〈D,S〉 = 0 is at most 1/p.

Consider the |I| ≤ nm isometric circuits. We sort them by nondecreasing weight and
put a binary tree (of depth of at most log nm, that is, O(log n)) on top of the sorted list.
For each node of the tree, we prepare k random linear combinations of the circuits below
the node. We find the cheapest circuit that has non-zero inner product with Si as follows.
Assume the search has reached some node of the tree. We compute the inner product of Si

with the k linear combinations associated with the left child. If one inner product is non-zero,
we proceed to the left child. If all k inner products are zero, we proceed to the right child.
The move to the left child is always correct. However, the move to the right child may be
incorrect. The probability that any specific decision is incorrect is at most p−k. In any search,
we make log |I| decisions, and we need to find ν circuits. Thus the total number of decisions
is ν log |I| and hence the total probability of error is bounded by νlog |I|p−k.

Each step of the binary search is a scalar product and hence selecting one circuit takes
O(km log n) time. Selecting all circuits takes O(km2 log n) time.
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How much time does it take to prepare the random linear combinations? We maintain
them as sparse vectors, i.e., as the ordered list of their non-zero entries. In order to prepare one
linear combination for each node of the search tree, we choose a random multiplier λC ∈ κ for
each isometric circuit C. We then sum the sparse vectors as indicated by the tree. Each non-
zero entry of a circuit contributes cost O(1) for each level of the tree and hence the total time
to prepare one random linear combination for each node of the search tree is O(nm log n), by
Property 5.21. We want k linear combinations for each node and hence require O(knm log n)
time to prepare all of them.

Theorem 5.27 (Amaldi et al., 2009). There is a Monte Carlo algorithm for finding a min-
imum GF (p)-basis that works in O(nm + n2 log n + mω + km2 log n) time and errs with a
probability of at most νlog(nm)p−k. For k = m0.1, this is exponentially small, and the running
time is O(mω).

Undirected bases are GF (2)-bases and hence we are done. For directed cycle bases we use
Theorem 3.8, namely that a minimum GF (p)-basis for a random p with p = Θ(m log m) is a
minimum directed basis with a probability of at least 1/2.

Theorem 5.28 (Amaldi et al., 2009). There is a Monte Carlo algorithm for finding a min-
imum directed cycle basis that works in O(mω) time and errs with a probability of at most
1/2.

5.8 A Greedy Algorithm for Integral Cycle Bases?

Both the greedy algorithm (Section 5.1) and de Pina’s approach (Section 5.2) fundamentally
rely on Theorem 3.10, namely the fact that all subsets of K-bases in G constitute a matroid
for K ∈ {D, U}. This is not true for integral bases.

Theorem 5.29. (Liebchen and Rizzi, 2005) The system of all subsets of integral cycle bases
in G is not a matroid.

e1

e2

e3

e4

e5

e6 e7
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Figure 26: The envelope graph.

Proof. We exhibit a graph with two integral cycle bases B1 and B2 and a circuit C1 ∈ B1 \B2

such that for no circuit C2 ∈ B2 \B1, is B1 \ {C1} ∪ {C2} again an integral basis.
Consider the directed envelope graph shown in Figure 26 and the spanning tree T indicated

by the bold edges. The bases B1 and B2 are given by the cycle matrices (only the parts
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corresponding to non-tree edges are shown)

Γ1 =









1 1 1 1
0 1 0 0
0 0 1 0
0 0 0 1









and Γ2 =









1 0 1 1
1 1 0 0
1 1 1 0
1 1 0 1









.

The bases are integral since |det Γ1| = |det Γ2| = 1. Now choose the circuit in the first column
of Γ1 – call it C1 – to exit the basis. Of course, neither the third nor the fourth circuit in B2

can replace C1 since both already appear in B1 \ {C1}. But adding the first or the second
circuit of B2 results in a cycle basis of determinant 2 or 3, respectively.

Theorem 5.29 does not yet imply the failure of the greedy algorithm nor of de Pina’s
approach, since the weights of cycles in G cannot be chosen independently for each cycle. A
greedy algorithm for minimum integral bases would consider circuits in order of increasing
weight. It would maintain a partial basis that can be extended to an integral basis and add a
circuit to the current basis if this property is maintained. It is not known how to implement
this strategy efficiently. In any case, it would not work.

Theorem 5.30. The greedy algorithm may end up with a non-optimal integral cycle basis of
G.

Proof. We again consider the graph introduced in Lemma 3.20 together with the same two
integral bases B1 and B2 depicted in Figures 27 and 28. In contrast to Lemma 3.20, we
assign other weights to the edges. Let every inner and outer edge have a weight of 5 whereas
every spoke has a weight of 19. Then the first 22 cycles in B1 are the only ones in G whose
weights do not exceed 53. Moreover, there are exactly two cycles, the inner cycle CI and the
outer cycle CO, with weight 55 and the weight of every other cycle is at least 58. Under this
assignment of weights, B1 has a total weight of 1169 whereas the weight of B2 is 1168.

11×11× 1×

w = 48 w = 53 w = 58

Figure 27: An integral cycle basis B1 of G with a total weight of 1169.
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11× 10× 1×1×

w = 48 w = 53 w = 55 w = 55

Figure 28: The (unique) minimum integral cycle basis B2 of G with a total weight of 1168.

As a consequence, B2 is the unique minimum integral cycle basis. On the other hand, the
greedy algorithm first picks the 22 cycles of weight of at most 53. These cannot be extended
to an integral basis by adding CI nor CO and hence the greedy algorithm will end up with a
basis similar to B1 and thus with a non-optimal basis.

Finally, we observe that the basis B1 in the preceding proof, although non-optimal, con-
stitutes a locally optimal integral cycle basis of G, i.e. B1 cannot be improved by an exchange
of a single cycle in G. This is true since the only two exchanges which would decrease the
weight of B1 are the replacement of the 58-circuit by either CI or CO, but both result in a
non-integral basis. Hence a local-search procedure fails in general; de Pina’s approach can be
interpreted as such a local search.

5.9 Planar Graphs

For planar graphs, a minimum undirected cycle basis can be computed in O(n2) time, a
minimum 2-basis can be computed in linear time, and the notions of minimum directed,
undirected, integral, and weakly fundamental and totally unimodular bases coincide. The
algorithm was found by Hartvigsen and Mardon (1994); Amaldi et al. (2009) improved the
running time from O(n2 log n) to O(n2).

Let G be a plane graph, i.e., a planar graph that is embedded into the plane. A plane
graph divides the plane into maximal open connected sets of points that we call faces. Any
circuit C divides the plane into two maximal open connected sets of points, one bounded and
one unbounded. We use interior(C) to denote the bounded set. If interior(C) agrees with
one of the faces of G, we call C a face circuit. A collection of circuits is called nested if, for
any two circuits C and D in the collection, the interiors are either disjoint or the interior of
one is contained in the interior of the other.

For a collection B of circuits, let FB be the face circuits that do not belong to B. We
define the directed inclusion graph DB with vertex set B ∪ FB as follows. Let C and C ′ be
circuits in B ∪ FB . We have an edge from C to C ′ if interior(C) ⊂ interior(C ′) and there is
no circuit C ′′ ∈ B ∪ FB such that interior(C) ⊂ interior(C ′′) ⊂ interior(C ′). The inclusion
graph is acyclic; the sources of the inclusion graph are precisely the face circuits of G. The
inclusion graph is a forest if and only if B is nested.

Theorem 5.31 (Hartvigsen and Mardon, 1994). Let G be a plane graph. G has a minimum
(directed or undirected) cycle basis that is nested. The number of isometric cycles is at most
twice the number of faces of G.
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Proof. The circuits in a basis are isometric (Lemma 5.19). In a plane graph, any two isometric
circuits have either disjoint interiors or the interior of one is contained in the interior of the
other.

Let B be the set of all isometric circuits. The inclusion graph DB is a forest with f leaves,
where f is the number of faces of G. Each non-leaf has an indegree of at least two. Thus, the
number of nonleaves is at most f − 1.

Theorem 5.32 (Hartvigsen and Mardon, 1994). Let G be a plane graph. A nested collection
B of circuits is a minimum (directed or undirected) cycle basis iff B is a minimum weight
collection of circuits satisfying the following three properties:

1. the inclusion graph DB is a forest,

2. every non-leaf in DB has exactly one child in FB, and

3. the circuits in FB have parents in DB.

Proof. Assume first that B is a basis. We first observe that the number of circuits in B that
are not face circuits is equal to the number of face circuits that do not belong to B since the
face circuits form a basis and all bases have the same cardinality.

If B is nested, the inclusion graph is a forest. Consider any non-leaf C of DB . If no child
of C belongs to FB , C is the sum of its children and B is not a basis. Thus any non-leaf C
has at least one child in FB . The nonleaves of the inclusion graph are precisely the circuits in
B that are not face circuits. Thus, any non-leaf has exactly one child in FB and every circuit
in FB must have a parent.

Conversely, assume that B is a minimum cost collection of circuits satisfying (1) to (3).
Since DB is a forest, B is nested. Since the circuits in FB have parents in DB and these
parents are distinct, the number of nonleaves in DB is exactly the number of circuits in FB .
So B has the right number of circuits for a basis. Finally, any face circuit is representable as
a sum of circuits in B. This is obvious for the face circuits that belong to B. For the face
circuits in FB , it follows from (2) and (3).

We now come to the algorithm for finding a minimum weight basis. We start by computing
the best-path trees Tv for all vertices v; by Lemma 5.17 this takes O(n2) time plus the time
to solve the all-pair shortest-path problem. Frederickson (1987) showed how to compute all-
pair shortest paths in planar graphs in O(n2) time. The Horton multi-set consists of O(n2)
cycles. In O(n2) time, we extract one copy of each isometric circuit from it (Lemma 5.25).
The number of isometric circuits is O(n) (Theorem 5.31). We sort the isometric circuits by
weight; it takes O(n2) time to determine the weights and O(n log n) time to sort.

We construct the incidence matrix A between isometric circuits and the faces of G. The
entry corresponding to a circuit C and a face F is one if F ⊆ interior(C). This matrix can
clearly be computed in O(n2) time.

We initialize the basis B to the empty set and set up the corresponding inclusion graph
DB . The vertices of DB are the face circuits and there are no edges. As long as B does
not have the right number of circuits, meaning DB does not satisfy (2) and (3), we do the
following. If there is a non-leaf node C that has two children in FB (case 1), let R1 and R2 be
two face circuits in FB having C as their common parent. If there is no such non-leaf node,
there must be a face circuit in FB without a parent (case 2). Let R1 be this face and let R2
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be the unbounded face. In either case, we find the least weight circuit D containing exactly
one of R1 or R2 in its interior. We can find D in time O(n) by scanning the columns of A.

We add D to B and update DB . If D is a face circuit, we only have to remove D from
FB . The inclusion graph stays the same. If D is not a face circuit, we determine, starting
from the face circuits in interior(D) (we can find them in matrix A), the maximal subtrees
of DB that are contained in interior(D). They become children of D. D either becomes a
root (in case 2) or a child of C (in case 1). Updating DB takes O(n) time.

We conclude that we time O(n) time per base circuit for a total of O(n2).

Theorem 5.33 (Hartvigsen and Mardon, 1994; Amaldi et al., 2009). A minimum (directed
or undirected) circuit basis of a planar graph can be found in O(n2) time.

Hartvigsen and Mardon (1994) observed that the minimum cycle basis problem is dual
to the all-pairs minimum cut problem. Hence the all-pairs minimum cut problem in planar
graphs can also be solved in O(n2) time.

Theorem 5.34. Every planar graph has a minimum directed cycle basis that is weakly fun-
damental, totally unimodular, and integral.

Proof. By the above, every planar graph has a minimum directed cycle basis that is nested.
Let B be such a basis. We first show that B is totally unimodular. We need to show that
any circuit is a linear combination of the circuits in B with coefficients in {−1, 0, +1}. Let C
be any circuit. Then,

C =
∑

F is a face circuit contained in interior(C)

F .

A face circuit either belongs to B or is the difference between the parent of F in DB and the
sum of the siblings of F in DB . Thus,

C =
∑

F∈B

F +
∑

F∈FB



p(F )−
∑

D ∈ B and D is a sibling of F in DB

D



 .

If a circuit D occurs twice in the representation of D, it occurs once as a parent and once as a
child. As a parent, its coefficient is +1, and as a child, it is −1, and hence the two occurrences
cancel. Thus, every circuit is a linear combination of the circuits in B with coefficients in
{−1, 0, +1}.

We next show that B is weakly fundamental. We need to show an ordering C1, . . . , Cν of
the circuits in B such that Ci \ (Ci+1 ∪ . . . ∪Cν) 6= ∅ for all i. Let DB be the inclusion graph
corresponding to B. If FB is empty, every bounded face circuit belongs to B. There must be
an edge on the unbounded face that belongs to at most one circuit in B. Take this circuit
as C1 and continue in this fashion. Assume next that FB is non-empty. Since every circuit
in FB has a parent, we have a non-leaf node C in DB , all of whose children are face circuits.
One of these face circuits, say F , belongs to FB and the others belong to B. There must be
at least one edge on the boundary of F that does not belong to C because, otherwise, C = F .
Let F ′ be the other face circuit incident to e and let p be the maximal path containing e and
having all interior vertices of degree two. We remove the edges of p from the graph, assign F ′

to e, delete F ′ from B, and add the edges of p \ e to the spanning tree. Removal of p merges
F and F ′ and B \ F ′ is a basis for the modified graph. Continuing in this way constructs an
elimination order for the edges.

The proof is completed by the fact that any weakly fundamental basis is integral.
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5.10 Approximation

Minimum directed and undirected cycle bases can be computed in polynomial time. However,
the running times are fairly high degree polynomials, too high for applications, e.g., circuit
analysis, that need to find cycle bases of graphs with several million vertices and edges.
However, in these applications, a nearly optimal basis is almost as good as an optimal basis. It
is therefore natural to explore approximation algorithms. The results presented in this section
are based on Kavitha et al. (2004, 2007). We present two approximation techniques, the first
of which uses de Pina’s approach and replaces shortest-path computations by approximate
shortest-path computations. The second technique uses Horton’s approach and replaces the
Horton set H by a smaller set of circuits that is guaranteed to contain a 2-approximate cycle
basis. We will start with lower bounds that we will use in our quality estimates.

Lemma 5.35 (de Pina, 1995). Let R1, . . . , Rν be linearly independent vectors in κν and let
Ai be a shortest cycle in G such that 〈Ai, Ri〉 6= 0. Then

∑ν
i=1 w(Ai) is a lower bound on the

weight of any κ-basis.

Proof. Let {C1, . . . , Cν} be a κ-basis. We may assume without loss of generality that the
Ai’s and Ci’s are sorted by weight, that is, w(A1) ≤ w(A2) ≤ . . . ≤ w(Aν) and w(C1) ≤
w(C2) ≤ . . . ≤ w(Cν). The former may require a renumbering of the Ri’s. We will show that
w(Ai) ≤ w(Ci) for all i.

Consider a fixed i and observe that 〈Ck, Rℓ〉 6= 0 for some k and ℓ with 1 ≤ k ≤ i ≤
ℓ ≤ ν. Otherwise, the ν − i + 1 linearly independent vectors Ri, Ri+1, . . . , Rν belong to the
subspace orthogonal to C1, . . . , Ci; however, this subspace has dimension ν − i, which is a
contradiction. Thus, w(Aℓ) ≤ w(Ck) since Aℓ is a shortest cycle with 〈Aℓ, Rℓ〉 6= 0 and hence
w(Ai) ≤ w(Aℓ) ≤ w(Ck) ≤ w(Ci).

Corollary 5.36. Let G be a graph. For any edge e, let SCe be the minimum weight cycle
containing e. Then

∑

e∈E w(SCe) is a lower bound on the weight of any cycle basis.

Proof. Let Re be the unit vector whose entry corresponding to e is one. The vectors Re,
e ∈ E, are clearly independent (over Q and over GF (p)) and 〈Re, SCe〉 = 1 6= 0. Clearly SCe

is a shortest cycle C with 〈Re, C〉 6= 0.

5.10.1 Approximate Shortest Paths

De Pina’s approach works in phases. In each phase, we compute a support vector S and a
shortest circuit C with 〈S,C〉 6= 0. If instead of searching for a shortest circuit, we search for
a t-approximation of it, we should obtain a t-approximate cycle basis. We next show how to
realize this idea for any integer k > 1 and t = 2k − 1.

A t-spanner of an undirected graph G is a subgraph G′ of G such that for any two vertices
u and v, the distance from u to v in G′ is at most t times their distance in G. Althöfer et al.
(1993) showed that every weighted undirected graph on n vertices has a (2k−1)-spanner with
O(n1+1/k) edges. Such a spanner is easily constructed incrementally. We start with an empty
graph G′ and consider the edges of G in non-decreasing order of weight. When an edge is
considered, we add it to G′ if its endpoints are not already connected by a path using at most
2k−1 edges of G′; otherwise, we discard it. At any stage, G′ is a (2k−1)-spanner of the edges
already considered, and its unweighted girth10 is at least 2k + 1, so it has only O(n1+1/k)

10The girth of a graph is the minimum number of edges in any circuit.
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Algorithm 4 Approximation algorithm. Best performance for sparse graphs.

1: procedure SPANNER-APPROX-SPARSE(Graph G)

2:
Construct a (2k − 1)-spanner G′ with O(n1+1/k) edges. Let e1, . . . , eλ be the edges
of G \G′.

3:
For 1 ≤ i ≤ λ let Ci = ei + pi where ei = (ui, vi) and pi is a shortest path in G′ from
ui to vi.

4:
Find linearly independent Sλ+1, . . . , Sν in the subspace orthogonal to cycles
C1, . . . , Cλ.

5:

Call the recursive algorithm in Section 5.3 with input: the graph G, sets
{C1, . . . , Cλ}, {Sλ+1, . . . , Sν} and ν − λ to compute (2k − 1)-approximate cycles
Cλ+1, . . . , Cν .

6: Return {C1, . . . , Cλ} ∪ {Cλ+1 . . . , Cν}.
7: end procedure

edges. The above procedure can be implemented to run in O(mn1+1/k) time. From now on,
G′ = (V,E′) denotes a t-spanner of G. Let λ = |E \E′| and m′ = |E′| = m−λ. Observe that
ν ′ = m′ − n + 1 = m− n + 1− λ = ν − λ.

For each edge e = (v,w) ∈ E \ E′, let Ce be the circuit consisting of e and the shortest
path, say p, in G′ connecting v and w. Then

w(Ce) = w(e) + w(p) ≤ w(e) + t distG(u, v) ≤ t w(SCe).

The circuits Ce, e ∈ E \ E′, are clearly independent and form the first λ circuits in our
t-approximate basis. The cost of constructing these λ circuits is the cost of λ shortest-path
computations in G′ and hence bounded by O(λ · (n1+1/k + n log n)). Since λ ≤ m we can
compute both the spanner and the λ circuits in O(mn1+1/k) time.

We need an additional ν−λ circuits for a basis. We outline one approach and then discuss a
second approach in more detail. The first approach now switches to the recursive algorithm in
Section 5.3. It first computes a basis Sλ+1, . . . , Sν of the subspace orthogonal to Ce, e ∈ E\E′

and then proceeds as in Section 5.3; see Algorithm 4. Instead of computing a shortest cycle in
each phase, it computes a t-approximate shortest path using the approximate distance oracle
of Thorup and Zwick (2001a). This data structure answers (2k − 1)-approximate shortest
path queries in O(k) time. The structure requires O(kn1+1/k) space and can be constructed
in O(kmn1/k) expected time.

Theorem 5.37 (Kavitha et al., 2007; Mehlhorn and Michail, 2008). For any integer k ≥
2, Algorithm 4 computes a (2k − 1)-approximate undirected cycle basis in O(kmn1+2/k +
mn(1+1/k)(ω−1)) expected time.

The second approach is even simpler. We complete the basis by computing a minimum
cycle basis of the t-spanner G′; see Algorithm 5. The dimension of the cycle space of G′ is
ν ′ = ν−λ and thus we have the right number of circuits. Let Cλ+1, . . . , Cν be a minimum cycle
basis of G′. Circuits {C1, . . . , Cλ} ∪ {Cλ+1, . . . , Cν} are, by definition, linearly independent
and we are also going to prove that they form a t-approximation of an MCB of G.

For 1 ≤ i ≤ λ, we have Ci = ei + pi, where pi is a shortest path in G′ between the
endpoints of ei. In order to show that cycles C1, . . . , Cν constitute a t-approximation of
the MCB, we again define appropriate linearly independent vectors S1, . . . , Sν ∈ κm and
use Lemma 5.35. Consider the exact algorithm in Section 5.3, executing with the t-spanner
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Algorithm 5 Approximation algorithm. Best performance for dense graphs.

1: procedure SPANNER-APPROX-DENSE(Graph G)

2:
Construct a (2k − 1)-spanner G′ with O(n1+1/k) edges. Let e1, . . . , eλ be the edges
of G \G′.

3:
For 1 ≤ i ≤ λ let Ci = ei + pi where ei = (ui, vi) and pi is the shortest path in G′

from ui to vi.
4: Call the best exact algorithm to find an MCB of G′. Let these cycles be Cλ+1, . . . , Cν .
5: Return {C1, . . . , Cλ} ∪ {Cλ+1, . . . , Cν}.
6: end procedure

G′ as its input. Other than the cycles Cλ+1, . . . , Cν , the algorithm also returns the vectors
Rλ+1, . . . , Rν ∈ κm′

such that 〈Ci, Rj〉 = 0 for λ + 1 ≤ i < j ≤ ν and Ci is a shortest
cycle in G′ such that 〈Ci, Ri〉 6= 0 for λ + 1 ≤ i ≤ ν. Moreover, the (ν − λ) × m′ matrix
whose j-th row is Rj is lower triangular with 1 in its diagonal. This implies that the Rj’s are
linearly independent. Given any vector S ∈ κm, let S̃ be the projection of S onto its last m′

coordinates. In other words, S̃ is the restriction of S to the edge set of G′. We define Sj for
1 ≤ j ≤ ν as follows. Let S1, . . . , Sλ be the first λ unit vectors of κm. For λ + 1 ≤ j ≤ ν
define Sj as:

Sj = (−〈C̃1, Rj〉, . . . ,−〈C̃λ, Rj〉, Rj,1, Rj,2, . . . , Rj,m′),

where Rj,1, . . . , Rj,m′ are the coordinates of the vector Rj ∈ κm′
. Note that the vectors Sj for

1 ≤ j ≤ ν, defined above, are linearly independent. This is because the ν × ν matrix whose
j-th row is Sj is lower triangular with non-zeros in its diagonal. The above definition of Sj’s is
motivated by the property that for each 1 ≤ i ≤ λ, we have 〈Ci, Sj〉 = −〈C̃i, Rj〉+〈C̃i, Rj〉 = 0,
since the cycle Ci has 0 in the first λ coordinates except the i-th coordinate, which is non-
zero. Lemma 5.38, shown below, together with Lemma 5.35, implies the correctness of our
approach.

Lemma 5.38. Consider the above defined Sj for 1 ≤ j ≤ ν and let Dj be a shortest cycle in
G such that 〈Dj , Sj〉 6= 0. Cycle Cj returned by the algorithm in Figure 5 has a weight of at
most t times the weight of Dj .

Proof. This is obvious for 1 ≤ j ≤ λ since Dj is a shortest cycle in G which uses edge ej

and Cj = ej + pj , where pj is a t-approximate shortest path between the endpoints of ej .
Consider now Dj for λ + 1 ≤ j ≤ ν. If Dj uses any edge ei for 1 ≤ i ≤ λ, we replace it with
the corresponding shortest path in the spanner. This is the same as saying consider the cycle
Dj − Ci instead of Dj . Let D′

j = Dj −
∑

1≤i≤λ(ei ∈ Dj)Ci where (ei ∈ Dj) is 1 if ei ∈ Dj

and 0 if ei /∈ Dj . Then,

〈D′
j , Sj〉 = 〈Dj , Sj〉+

∑

1≤i≤λ

(ei ∈ Dj)〈Ci, Sj〉.

But recall that our definition of Sj ensures that 〈Ci, Sj〉 = 0 for 1 ≤ i ≤ λ. This implies that
〈D′

j , Sj〉 = 〈Dj , Sj〉 6= 0. But D′
j , by definition, has 0 in the first λ coordinates and S̃j = Rj ,

which in turn implies that

〈D̃′
j , Rj〉 = 〈D̃′

j , S̃j〉 = 〈D′
j , Sj〉 6= 0 .
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Cj is a shortest cycle in G′ such that 〈Cj , Rj〉 6= 0. Thus, Cj weighs no more than D̃′
j

(which is the same cycle as D′
j), and by construction, D′

j weighs at most t times the weight
of Dj.

Thus, we have shown that the cost of our approximate basis is at most t times the cost
of an optimal basis. As a t-spanner, we will again use a (2k − 1)-spanner. The spanner has
O(min(m,n1+1/k)) edges and hence its minimum undirected cycle basis can be computed in
O(min(m,n1+1/k)ω) time.

Theorem 5.39 (Kavitha et al. (2007); Mehlhorn and Michail (2008)). For any integer k ≥ 2,
Algorithm 5 computes a (2k − 1)-approximate undirected cycle basis in Monte Carlo time
O(mn1+1/k + min(m,n1+1/k)ω).

Directed graphs: Algorithm 5 readily extends to the directed case. For the spanner com-
putation we view our directed graph G as undirected and we compute a (2k− 1)-spanner G′.
We then give to the edges of G′ the orientation that they have in G.

As in the undirected case, we return two sets of cycles. The first set is constructed as
follows. For each edge ei ∈ E \ E′ for 1 ≤ i ≤ λ we compute the cycle ei + pi where pi

is the shortest path in G′ between the endpoints of ei when G′ is viewed as an undirected
graph. Then, we traverse each such cycle in an arbitrary orientation and form our directed
cycles based on the direction of the edges in G. The second set is simply the set of cycles of
a directed MCB of G′. The time bound is the same as in Theorem 5.39.

5.10.2 2-Approximation

A direct consequence of the technique in Section 5.4 is that any reduction in size of the
candidate collection H would immediately imply better algorithmic bounds than those in
Section 5.6. In this section we show that a set of O(m

√
n log n) cycles, which is a subset of

H, contains a 2-approximate minimum cycle basis.

Definition 5.2. For v, x ∈ V and S ⊂ V , bunch(v, S) consists of all vertices closer to v than
to any vertex in S and cluster(x, S) consists of all vertices v with x ∈ bunch(v, S).

Lemma 5.40 (Thorup and Zwick, 2001b). Given a weighted graph G = (V,E) and 0 < q < 1,
one can compute a set S ⊂ V of size O(nq log n) in O(m/q log n) expected time such that
|cluster(x, S)| ≤ 4/q for all x ∈ V .

We take q = 1/
√

n log n and first compute, as given in Lemma 5.40, a set S of O(
√

n log n)
vertices. This takes O(m

√
n log3/2 n) expected time and ensures that cluster(v, S) has size√

n log n for all v ∈ V . Also, bunch(v, S) for all v can be computed in O(m/q) expected time
(Thorup and Zwick, 2001a), which is O(m

√
n log n). We use two types of cycles:

• the O(m
√

n log n) cycles Cs,e for all s ∈ S and e ∈ E,

• the cycles Cu,e for each u ∈ V and e = (v,w) ∈ E and either v or w in bunch(u, S).
The number of such cycles is

∑

u∈V

∑

v∈bunch(u,S) deg(v). Rewriting this sum, we ob-

tain
∑

v∈V deg(v) · |cluster(v, S)|, which in turn is at most
√

n log n
∑

v∈V deg(v) =
m
√

n log n.

64



Thus, our collection has O(m
√

n log n) cycles. We need to show that it contains a 2-
approximate cycle basis. Let B1, . . . , Bν be the minimum cycle basis of G determined by
Horton’s algorithm in order of non-decreasing weight, i.e., w(B1) ≤ w(B2) ≤ · · · ≤ w(Bν).

Lemma 5.41. For all 1 ≤ i ≤ ν we have Bi =
∑

C∈Ci
C where Ci is a subset of our collection

and each cycle in Ci weighs at most 2 · w(Bi).

Proof. Consider any Bi. If Bi belongs to our collection, we set Ci = {Bi}. Otherwise,
Bi = Cu,e, where e = (v,w) and neither v nor w is in bunch(u, S). Let s ∈ S be the nearest
vertex in S to u. Then, w(SP(s, u)) ≤ w(SP(u, v)) and w(SP(s, u)) ≤ w(SP(u,w)).

For any edge f ∈ Bi, the cycle C(s, f) is in our collection and Bi =
∑

f∈Bi
C(s, f) since

the paths from s to the endpoints of the edges in Bi appear twice in this sum and cancel out.
We set Ci = {C(s, f) | f ∈ Bi}. It remains to show that w(C(s, f)) ≤ 2w(Bi) for all f ∈ Bi.

We now distinguish two cases. Assume first that f 6= e. Then f ∈ SP(u, v) or f ∈
SP(u,w). We may assume w.l.o.g. that the former is the case. Then w(C(s, f)) ≤ w(SP(s, u))+
w(SP(u, v))+w(SP(v, s)) since C(s, f) consists of f and the shortest paths from s to the end-
points of f and w(SP(v, s)) ≤ w(SP(s, u)) + w(SP(u, v)) by the triangle inequality. Thus,
w(C(s, f)) ≤ 2(w(SP(s, u)) + w(SP(u, v))) ≤ 2w(Bi) since w(SP(s, u)) ≤ w(SP(u,w)).

Assume next that f = e. Then,

w(C(s, f)) = w(SP(s, v)) + c(e) + w(SP(w, s))

≤ w(SP(s, u)) + w(SP(u, v)) + c(e) + w(SP(s, u)) + w(SP(u,w))

≤ 2w(SP(u, v)) + c(e) + 2w(SP(u,w))

≤ 2w(Bi).

Lemma 5.42. The collection defined above contains ν linearly independent cycles A1, . . . , Aν

with w(Ai) ≤ 2 · w(Bi) for i = 1, . . . , ν.

Proof. The lemma follows from Lemma 5.41. Assuming otherwise, let j be minimal such
that ∪i≤jCi contains less than j linearly independent vectors with w(Ai) ≤ 2 · w(Bi) for
i = 1, . . . , j. Then j ≥ 1 and ∪i≤j−1Ci contains at least j − 1 linearly independent vectors
with w(Ai) ≤ 2·w(Bi) for i = 1, . . . , j−1. Also, ∪i≤jCi spans {B1, . . . , Bj} and hence contains
at least j linearly independent vectors. Thus, it contains a vector Aj linearly independent of
{A1, . . . , Aj−1}. Furthermore, Aj ∈ Ci for some i ≤ j and hence w(Aj) ≤ 2w(Bi) ≤ 2w(Bj),
which is a contradiction.

It is now straightforward to extract the 2-approximate MCB using the techniques that we
have discussed so far. The resulting running time is better than those in Section 5.6 but not
better than those in Theorems 5.27 and 5.28.

5.11 Algorithm Engineering

Both exact and approximate algorithms for minimum cycle bases have a fairly large worst-case
running time. In this section, we discuss heuristic improvements and algorithm engineering
issues. The hope is that in many cases heuristics and algorithm engineering techniques will
improve upon the worst-case running time. We restrict attention to computing minimum
undirected bases. Implementations of cycle basis algorithms are described in Gleiss (2001a);

65



Huber (2003); Berger (2004); Bauer (2004); Mehlhorn and Michail (2006). There is no im-
plementation of the Monte Carlo algorithm of Section 5.7 yet.

The first decision to be made is to choose between the two main approaches. Horton’s
approach first computes O(nm) cycles and then uses Gaussian elimination to find an optimum
basis. No heuristics are known that improve upon the worst-case. The situation is different
for the algebraic approach of Algorithm 1 where in each phase first a support vector and then
a cycle is computed.

How should we represent cycles and support vectors, as sparse or as dense vectors? There
are two arguments in favor of a sparse representation. The theoretical argument is that we
know of the existence of bases of weight O(W log n); in such a basis, we expect most circuits
to have o(n) edges. The engineering argument is that a dense representation immediately
introduces an Ω(m2) lower bound; we are constructing m vectors of length m. Thus, the
sparse representation is preferred.

The next major question is how to compute each cycle. In Algorithm 1, each cycle is
computed after a support vector is found. However, there are two possible ways for doing
this: (a) use the candidate set H or some other collection that contains a minimum cycle
basis and the labeled trees representation, or (b) use the signed graph approach.

Although the labeled trees approach is faster for sparse graphs by a logarithmic factor and
is faster for dense graphs when the extra technique of bit-packing from Mehlhorn and Michail
(2008) is used, it has a major practical drawback which needs to be addressed. It introduces
a lower bound on the best case of the algorithm. The labeled trees approach maintains n
shortest-path trees. In each of the ν phases of the algorithm, each of these shortest-path
trees is traversed, in order to update the labels based on the current support vector. Thus,
the technique introduces an Ω(mn2) lower bound. For this reason we believe that the signed
graph approach is better.

The signed graph approach constructs a graph Gi(Si), where Si is the support vector
during phase i of the algorithm. In this graph, it executes n single source shortest path
computations. There are, however, some heuristics that can be used to reduce the number of
such computations. During phase i we might perform up to n shortest-path computations in
order to compute a shortest cycle Ci with an odd intersection with the vector Si. We can use
the shortest path found so far as an upper bound on the shortest path. This is implemented as
follows: a node is only added in the priority queue of Dijkstra’s implementation if its correct
upper distance is not more than our current upper bound.

We come to the most important heuristic. In each of the ν phases, we are perform-
ing n shortest-path computations. This results in Ω(mn) shortest path computations. Let
S = {e1, e2, . . . , ek} be a support vector at some point of the execution. We need to com-
pute a shortest cycle C such that 〈C,S〉 = 1. We can reduce the number of shortest path
computations based on the following observation.

Let C≥i be the shortest cycle in G such that 〈C≥i, S〉 = 1, C≥i ∩ {e1, . . . , ei−1} = ∅, and
ei ∈ C≥i. Then,

C = min
i=1,...,k

C≥i.

We can compute C≥i in the following way. We delete edges {e1, . . . , ei} from G and the
corresponding edges from the signed graph Gi. Let ei = (v, u) ∈ G. Then we compute a
shortest path in Gi from v+ to u+. The path computed will have an even number of edges
from the set S and, together with ei, an odd number. Since we deleted edges {e1, . . . , ei}, the
resulting cycle does not contain any edges from {e1, . . . , ei−1}.
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Using the above observation we can compute each cycle in O(k · SP(n,m)) time when
|S| = k < n and in O(n · SP(n,m)) time when |S| ≥ n. Here SP(n,m) is the time of a
single-source shortest-path computation in a graph with n nodes and m edges. In this way,
the total cost of computing the basic circuits becomes

SP(n,m) ·
∑

i=1,...,ν

min(n, |Si|).

Another issue that needs to be discussed is the use of fast matrix multiplication when
computing the support vectors. Experiments in Mehlhorn and Michail (2006) with random
graphs suggest that the use of fast matrix multiplication is not necessary, even for medium to
large instances. The reason is that the cycles computation part of the algorithm dominates the
running time, even though in theory it is the other way around. The reason is that support
vectors are typically sparse. Thus, the technique of Algorithm 2, which has a worst-case
bound of O(m3), is sufficient. Moreover, due to its simplicity, it is very easy to implement
efficiently.

Moving to the approximation algorithms of Section 5.10, we note that they significantly
improve the running times. This is not only a theoretical observation but is true in practice
as well. Algorithm 5 reduces the computation of an approximate MCB to the computation of:
(a) a spanner of the input graph, and (b) the MCB of a sparse graph (the previously computed
spanner). This approximation algorithm is much faster than any exact algorithm. Moreover,
the approximation algorithms do not really require fast matrix multiplication. Algorithm 5
requires O(n3+2/k/ log n + n3+1/k) time in order to compute a (2k − 1)-approximate MCB.
If we do not use fast matrix multiplication, the running time increases to O(n3+3/k). We
conclude that Algorithm 5, where the support vectors are maintained as in Algorithm 2 and
the cycles are computed using the signed graph approach of Section 5.4, will be an effective
way of computing approximate minimum cycle bases.

5.12 Relevant Circuits

In general, minimum cycle bases are not unique. In some applications, e.g. in chemistry
(Gleiss, 2001b), it is useful to know all minimum cycle bases. A circuit that belongs to
some minimum cycle basis is called relevant. As their number could be exponential, the
goal is to compute a set of prototype circuits from which all relevant circuits can then be
derived easily. Vismara (1997) presented an algorithm that, in a fashion similar to Horton’s
algorithm, extracts these prototypes from a polynomially sized set of candidate circuits using
Gaussian elimination. Vismara’s algorithm runs in O(m4) time. From these prototypes,
relevant circuits can be computed in O(n|CR|) time, where CR denotes the set of relevant
circuits.
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6 Hardness Results

We will show that the minimization problems for strictly and weakly fundamental cycle bases
are APX -hard. A minimization problem belongs to class APX if it has a constant-factor
approximation algorithm and is APX -hard if any problem in APX can be reduced to it by
an L-reduction; APX -hard problems do not have polynomial time approximation schemes
unless P = NP (Papadimitriou (1994); Trevisan (2004)).

An L-reduction from an optimization problem P1 to an optimization problem P2 consists
of two polynomially computable functions t1 and t2 with the following properties:

1. t1 maps instances of P1 to instances of P2 such that

optP2(t1(I)) ≤ β1 optP1(I)

for any instance I of P1. Here optPi
(X) denotes the optimum value for instance X of

problem Pi, and β1 is some constant.

2. t2 associates with any instance I of P1 and any feasible solution S′ of the corresponding
instance I ′ := t1(I) of P2 a feasible solution S := t2(I, S′) of I such that

|optP1(I)− valP1(I, S)| ≤ β2 |valP2(I ′, S′)− optP2(I ′)|

Here, valPi
(X,Y ) denotes the objective function value of the feasible solution Y for

instance X of problem Pi, and β2 is some constant.

L-reductions preserve approximability. If S′ is an ǫ-approximation of the optimum solution of
I ′, i.e., |optP2(I ′)−valP2(I ′, S′)| ≤ ǫ·optP2(I ′), then |optP1(I)−valP1(I, S)| ≤ β2 ·ǫ·optP2

(I ′) ≤
β1 · β2 · ǫ · optP1

(I), i.e., S is a β1β2ǫ-approximation to the optimum solution of I.

6.1 Strictly Fundamental Cycle Bases

Recall that a strictly fundamental cycle basis consists of the fundamental circuits with respect
to some spanning tree. We saw in Theorem 4.11 that any graph has a strictly fundamental
basis of weight O(W log2 n log log n) and of length O(n2). Deo et al. (1982) showed the NP-
hardness of the minimum strictly fundamental cycle basis problem. We will now sketch a
proof of its APX -hardness (Galbiati et al., 2007). The proof consists of an L-reduction from
the following special case of the maximum satisfiability problem.

Max-3-SAT-NAE-UN-9: Given a set X = {x1, ..., xn} of Boolean variables and a collection
C = {C1, ..., Cm} of disjunctive clauses with exactly 3 variables per clause, where all variables
appear unnegated and each occurs in at most 9 clauses, find a truth assignment to the variables
maximizing the number of clauses containing both a true and a false variable.

Max-3-SAT-NAE-UN-9 is a not-all-equal version of Max-3-SAT restricted to instances
with unnegated variables, each variable having at most 9 occurrences. In Galbiati et al. (2007),
Max-3-SAT-NAE-UN-9 was shown to be APX -hard by means of a sequence of standard L-
reductions starting from Max CUT-3, the problem of finding a cut containing the maximum
number of edges in an undirected graph where all vertices have a degree of at most 3. In
turn, Max CUT-3 has been shown to be APX -hard in Alimonti and Kann (2000).
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The Main Reduction. We now describe the L-reduction from Max-3-SAT-NAE-UN-9
to the minimum strictly fundamental cycle basis problem (MSFCB). Let q and M be integer
constants, which we will fix later. Let I be an instance of Max-3-SAT-NAE-UN-9 with
variable set X = {x1, ..., xn} and clause collection C = {C1, ..., Cm}. We construct an instance
I ′ of MSFCB, i.e., a weighted graph GI , as follows. The set of vertices is

V (GI) = {r, cA
1 , cA

2 , . . . , cA
m, cB

1 , cB
2 , . . . , cB

m, xA
1 , xA

2 , . . . , xA
n , xB

1 , xB
2 , . . . , xB

n },

and the edges in E(GI) together with the corresponding weights are:

• for each i = 1, 2, . . . , n, we have two edges {r, xA
i } and {r, xB

i }, each of weight 1;

• for each i = 1, 2, . . . , n, we have 2q + 1 parallel edges connecting vertices xA
i and xB

i ,
and all of them have weight 1;

• for each j = 1, 2, . . . ,m and for each variable xi occurring in Cj, we have the edges
{cA

j , xA
i } and {cB

j , xB
i }, each of weight M .

We remark that edges of weight M may be replaced by a path of length M and parallel
edges may be split by an additional intermediate vertex. In other words, the graph GI could
also be constructed as an unweighted simple graph. The following easy-direction lemma
indicates the intention behind the reduction.

Lemma 6.1. Let Φ : {x1, x2, . . . , xn} 7→ {true, false}n be a truth assignment such that there
are t clauses in C containing both a variable with value true and a variable with value false.
Then GI has a fundamental cycle basis of weight n(4q + 3) + m(8M + 12)− t.

Proof. By relabeling the clauses, we can assume w.l.o.g. that, for j = 1, 2, . . . , t, clause Cj

contains a variable with value true as well as a variable with value false. So, for t < j ≤ m,
all variables in Cj have the same truth value under Φ. Construct a spanning tree T as follows
(Fig. 29):

• for each i = 1, 2, . . . , n, include a single edge connecting xA
i and xB

i ;

• for each i = 1, 2, . . . , n, include {r, xA
i } if Φ(xi) = true and include {r, xB

i } if Φ(xi) =
false ;

• for each clause Cj , with 1 ≤ j ≤ t, select one variable x with Φ(x) = true and one
variable x̃ with Φ(x̃) = false , and include the edges {cA

j , xA} and {cB
j , x̃B};

• for each clause Cj, with j = t + 1, . . . ,m, select a single arbitrary variable xi occurring
in Cj and include both edges {cA

j , xA
i } and {cB

j , xB
i }.

We next compute the costs of the fundamental cycles induced by the non-tree edges. We
distinguish the following cases:

• For each i = 1, 2, . . . , n, T contains exactly one of the two edges {r, xA
i } or {r, xB

i }. The
other edge induces a fundamental cycle of cost 3, for a total of 3n.

• For each i = 1, 2, . . . , n, 2q edges connecting vertices xA
i and xB

i are not in T . Each of
them induces a fundamental cycle of cost 2, for a total cost of 4qn.
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Figure 29: The graph GI associated with the Max-3-SAT-NAE-UN-9 instance I with
variable set X = {x1, x2, x3, x4, x5} and clause collection C = {x1∨x2∨x3, x3∨x4∨x5}. The
spanning tree T of GI derived from the truth assignment Φ = (true, false , true , true, true) is
shown in bold.

• For each j = 1, 2, . . . , t, the four non-tree edges incident to cA
j or cB

j induce four cycles.
Exactly one of these cycles has cost 2M + 2, while the others have cost 2M + 3. The
corresponding costs sum to t(8M + 11).

• For each j = t + 1, . . . ,m, each one of the two non-tree edges incident to cA
j induces a

cycle of cost 2M +2 if all variables in Cj are true and of cost 2M +4 if all these variables
are false. Analogously, each one of the two non-tree edges incident to cB

j induces a cycle
of cost 2M + 4 if all variables in Cj are true and of cost 2M + 2 if all these variables
are false. These costs sum to (m− t)(8M + 12).

Therefore the fundamental cycle basis induced by T has a cost of

3 n + 4 qn + t(8 M + 11) + (m− t)(8 M + 12) = n(4 q + 3) + m(8 M + 12)− t .

A key property of the reduction is that the type of spanning tree considered in the lemma
above gives rise to a minimum strictly fundamental basis.

Definition 6.1. A spanning tree T of GI is well-behaved if it satisfies the following properties:

1. for each j = 1, 2, . . . ,m, the vertices cA
j and cB

j have degree 1 in T ,

2. for each i = 1, 2, . . . , n, exactly one edge of the 2q + 1 edges {xA
i , xB

i } belongs to T ,

3. for each j = 1, 2, . . . ,m, either for some i both edges {cA
j , xA

i } and {cB
j , xB

i } belong to

T or for some i1 and i2, with 1 ≤ i1 ≤ n, 1 ≤ i2 ≤ n and i1 6= i2, both edges {cA
j , xA

i1
}

and {xA
i1

, r} as well as both edges {cB
j , xB

i2
} and {xB

i2
, r} belong to T .
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Lemma 6.2 (Galbiati et al., 2007). Assume q ≥ 9 and M ≥ 4. For any spanning tree T of
graph GI , we can, in polynomial time, derive from T a well-behaved spanning tree T ′ such
that the weight of the basis induced by T ′ is no larger than the weight of the basis induced by
T .

We can now state the main result of the section.

Theorem 6.3 (Galbiati et al., 2007). The minimum strictly fundamental cycle basis problem
is APX -hard.

Proof. It suffices to verify that the reduction presented is an L-reduction. For any instance I =
(X, C) of Max-3-SAT-NAE-UN-9, the corresponding instance I ′ of MSFCB can obviously
be constructed in polynomial time.

The simple randomized argument implying that any Max-SAT instance with m clauses
admits a truth assignment satisfying at least m/2 clauses, is also valid for Max-3-SAT-NAE-
UN-9. Thus opt(I) ≥ m/2.

According to Lemma 6.1, where q = 9, we have opt(I ′) ≤ n(4 q + 3) + m(8M + 12).
Since we may assume that n ≤ 3 m (otherwise some variable would occur in no clause),
opt(I ′) ≤ 3 m(4 q + 3) + m(8 M + 12) = m(12 q + 8 M + 21) ≤ m(24 q + 16 M + 42)opt(I). We
set β1 = 24 q + 16M + 42.

By Lemma 6.2, from any spanning tree T of GI we can derive a well-behaved spanning
T ′ without increasing the weight of the associated fundamental cycle basis. Now, the three
properties characterizing well-behaved spanning trees make sure that it is possible to reverse
the construction described in the proof of Lemma 6.1. Therefore, to derive a truth assignment
Φ from any spanning tree T of GI , it suffices first to derive a well-behaved spanning tree T ′

from T and then to set Φ(xi) = true when {xA
i , r} ∈ T ′, and Φ(xi) = false when {xB

i , r} ∈ T ′.
Condition (ii) of an L-reduction is then satisfied with β2 = 1.

We close this section with some open problems.

Open Problem 12. Is there an O(log n) approximation algorithm for minimum F-bases? Is
there one for planar graphs? We remark that the approximability of the bottleneck version, in
which one looks for a strictly fundamental cycle basis where the weight of the maximum cycle
is minimum, has been addressed in Galbiati (2003).

Open Problem 13. Is the minimum F-basis problem in APX , i.e., does it have constant
factor approximation.?

Open Problem 14. What is the complexity of the minimum F-basis problem for planar
graphs? We remark that the related problem of computing a spanning tree with shortest
fundamental circuit is NP-complete for planar graphs (Fekete and Kremer, 2001).

6.2 Weakly Fundamental Cycle Bases

We know from Theorem 4.4 that any graph has a weakly fundamental cycle basis (W-basis)
of weight O(W log n). Thus the weight of a minimum W-basis can be approximated within a
factor of O(log n); no better approximation factor is known. Rizzi (2007) has shown that the
minimum W -basis problem is APX -hard and we will sketch his proof in this section.

Open Problem 15. Is the minimum W-basis problem in APX?

71



We first introduce a compact way of representing W -bases. For T a spanning tree of G,
any ordering e1, e2, . . . , eν of the non-tree edges is called a removal sequence. Let C be a W-
basis of a connected graph G. If C 6= ∅, that is, if G is not a tree, then there exists an edge e of
G that is contained in precisely one circuit of C. Let Ce be the only circuit in C that contains
e. Notice that G \ e is connected and C \ Ce is a W-basis of G \ e. If this process is iterated
over G \ e, we end up with a spanning tree T of G. Furthermore, if we label the i-th edge
that has been removed in the process as ei , then the sequence s = e1, e2, . . . , eν is a removal
sequence having the edges in T as tree edges and certifying that C is a W-basis according to
Definition 3.1. We say that the spanning tree T , the ordering e1, e2, . . . , eν , and the W-basis C,
from which we started, are compatible. Notice that at any iteration of the edge removal process
it may be possible that more than one edge of the current graph is contained in precisely one
circuit of C. Actually, there is always some freedom of choice when removing the last edge.
Thus, in general, a W-basis of G may be compatible with more than one spanning tree of
G. Furthermore, even w.r.t. any particular tree T of G, a W-basis may be compatible with
more than one ordering of the edges of G \T . Conversely, any removal sequence e1, e2, . . . , eν

of G, might be compatible with more than one W-basis of G. However, among the W-bases
of G which are compatible with the ordering e1, e2, . . . , eν , we can efficiently find one of
minimum cost by resorting to any shortest-path algorithm as a subroutine. And we can also
enforce the uniqueness of this W-basis by adopting a lexicographic scheme to resolve ties
among circuits of the same weight. Indeed, given any removal sequence e1, e2, . . . , eν of G,
the unique W-basis of G associated with the sequence e1, e2, . . . , eν is obtained as described
in Algorithm W-Decoder.

Algorithm W-Decoder(e1, e2, . . . , eν)
start with G′ := G, C = ∅, and,

for i = 1, 2, . . . , ν, do,
add to C the unique11 cheapest circuit of G′ containing edge ei;
remove edge ei from G′.

return C.
Notice that not every W-basis of G admits a removal sequence encoding it such that the

above algorithm can reproduce it. We say that a W-basis C of G is locally-optimal if there ex-
ists a removal sequence s of G such that the execution of Algorithm W-Decoder(s) produces
C. Indeed, the above remarks inspire a natural local search approach for the minimum W-basis
problem, where, given any WFCB C of G, we first obtain a removal sequence s compatible
with C and then substitute C with the W-basis C′ produced by Algorithm W-Decoder(s).
Notice that C′ is locally-optimal and its cost never exceeds the cost of C.

A Fundamental Gadget: Our APX -hardness proof is based on a single gadget. The
gadget is derived from a graph first described by Liebchen and Rizzi (2007); every W-basis
of this graph is strictly more expensive than the cheapest undirected cycle basis. Indeed, since
the minimum U-basis problem is in P, the graphs produced by a reduction from a generic
APX -hard optimization problem to the minimum W-basis problem are bound to involve such
graphs.

Although, the inapproximability result also holds in the unweighted case, we find it conve-
nient to allow the use of small natural weights (actually, all in {1, 2, 3}) in the constructions
and in the gadgets to follow. Clearly, an edge of weight w may be replaced by a path of

11uniqueness is enforced by the adoption of a lexicographic scheme.
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w edges and w − 1 new intermediate nodes without changing the essence of the cycle basis
problem. The transformation is polynomial as long as the weights are polynomially bounded.
So there is no harm in using small integer weights.
We start by describing a graph for which
no minimum U-basis is weakly fundamental.
Consider first the graph V8 in Fig. 30. Here,
m = 12, n = 8, ν = 5 and the circuits
C1 = 2 − 3 − 7 − 6, C2 = 3 − 4 − 0 − 7,
C3 = 4 − 5 − 1 − 0, C4 = 5 − 6 − 2 − 1, and
C5 = 6− 5− 4− 3− 2 form a W-basis of V8.
Indeed, the edge {6, 7} is only contained in
C1, {0, 7} only in C2, {0, 1} only in C3, and
{1, 2} only in C4. For later convenience, we
also certify the independence of C1 to C5 by

0
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3

57

Figure 30: Wagner’s graph V8.

giving five sets Σ1 to Σ5 such that Σi and Cj have an odd-sized intersection if and only if

i = j.

Σ1 = {{2, 6}, {5, 6}} with odd-sized intersection only with C1 (see Fig. 31 on the left);

Σ2 = {{2, 6}, {5, 6}, {3, 7}} with odd-sized intersection only with C2 (see Fig. 31 on the right);

Σ3 = {{1, 5}, {2, 3}, {2, 6}} with odd-sized intersection only with C3 (mirror image of Σ2);

Σ4 = {{2, 3}, {2, 6}} with odd-sized intersection only with C4 (mirror image of Σ1);

Σ5 = {{2, 3}, {2, 6}, {5, 6}} with odd-sized intersection only with C5 (see Fig. 31 in the mid-
dle).
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Figure 31: Certificates of independence for C1 (left), C2 (right), and C5 (middle).

We will use the name petal for the weighted graph obtained from V8 by assigning cost 2 to
the edges {6, 7}, {7, 0}, {0, 1}, {1, 2}, also called glue edges, and assigning cost 1 to all other
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Figure 32: A removal sequence of a W-basis of weight 25.

edges, called internal edges, Notice that all circuits of the petal have a cost of at least 5, and
C1, C2, C3, C4, C5 are actually its only 5 circuits of a cost of precisely 5, hence they form the
unique minimum basis of the petal. A removal sequence compatible with this locally-optimal
W-basis of the petal is illustrated in Fig. 32.

Consider now the weighted graph F obtained by gluing together 6 distinct petals as shown
in Fig. 33: Let petal i, 0 ≤ i ≤ 5, be on nodes {vi

0, v
i
1, . . . , v

i
7}; we glue the petals through

the following node identifications: v0
0 ↔ v1

0 ↔ v2
0 ↔ v3

0 ↔ v4
0 ↔ v5

0 , and vi+1 mod 6
1 ↔ vi

7 and
vi+1 mod 6
2 ↔ vi

6 for 0 ≤ i ≤ 5. Edges that become parallel through this identification process
are replaced by a single edge of weight 2.

Clearly, nF = 31, mF = 60, and νF = 30. The six copies of the circuits C1, C2, C3, C4,
and C5 form a collection of 30 circuits in F whose independence can be established by taking
the 6 corresponding copies of each of the odd sets Σ1, Σ2, Σ3, Σ4, Σ5. Hence, these 30 circuits
form a U-basis of F . Each of these 30 circuits has weight 5. Every other circuit of F has cost
at least 6; hence these 30 circuits form the unique minimum U -basis of F . This cycle basis is
not weakly fundamental since each edge of F is contained in at least 2 of these circuits.

It is also relevant to our discussion to exhibit a cheap W-basis of F . In fact, F has a
W-basis whose weight is only one larger than the weight of the unique minimum W-basis
introduced above. Indeed, consider first one single petal of F and its W-basis as encoded by
the removal sequence displayed in Fig. 34. This W-basis has weight 26 and leaves all glue
edges as tree edges. It is easy to extend this removal sequence for one petal, say petal 0, to a
removal sequence for F that encodes a W-basis of weight 151: simply append to it, for each
one of the other 5 petals taken in clockwise order, a removal sequence like the one in Fig. 32
(see the proof of Fact 6.1 for the details).

Fact 6.1. There are precisely 30 circuits of cost 5 in F . These 30 circuits constitute the
unique minimum U-basis of F . This basis has weight 150 and is not weakly fundamental.
Furthermore, F admits a W-basis of weight 151.

Proof. Algorithm WFCB-Decoder constructs a W-basis of weight 151 from the following
removal sequence: first, within petal 0, remove v0

5v
0
6 , v0

2v
0
6 , v0

3v
0
7 , v0

0v
0
4 , and v0

4v
0
5 in this order;
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Figure 33: A weighted graph F whose unique minimum U-basis is not weakly fundamental.
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Figure 34: The removal sequence of a W-basis of weight 26. Notice that all glue edges are
tree edges.

next, for i = 1, 2, 3, 4, 5 and in sequence within petal i, remove vi
1v

i
2, vi

0v
i
1, vi

0v
i
4, vi

3v
i
7, and

vi
2v

i
3 in this order.

We are now ready to produce a weighted graph G (the gadget) with the following prop-
erties: (1) G contains 4 nodes x, y, z and w, and the edges wx, wy and wz, all of weight 1;
(2) The minimum U-basis of G has weight B and G has a W-basis of weight B. (3) Let T be
any spanning tree of G, compatible with some W-basis of weight B. Then, the distance in
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T between any two of the 4 nodes x, y, z and w is at least 3; (4) G has a W-basis of weight
B + 1, for which wx,wy,wz ∈ T .

The intended functioning of the gadget is as follows. Several copies of the gadget will be
part of the graph GH representing the minimum W-basis problem instance constructed by
the L-reduction proposed in Section 6.2. Each such gadget (copy) is attached to the rest of
GH by means of the 4 nodes x, y, z and w, and, actually, occurs as an induced subgraph of
GH . Each removal sequence for GH contains, in a natural way, a removal sequence for each
one of these gadgets. Indeed, a set of edges whose removal makes GH acyclic also intersects
all circuits of any given subgraph of GH . Notice that after the removal of the sole edges
prescribed by a removal sequence for a gadget, the nodes of that gadget are still connected
within the gadget. In order to intersect all circuits of GH , a removal sequence for GH will
need to include further edges. When obtaining a short W-basis of GH , the following Boolean
choice has to be made for each one of these gadgets:

either locally pay B + 1: pay the extra price of +1 by locally applying a removal sequence
avoiding the “cheap” edges wx, wy, and wz, hence making it possible to disconnect
cheaply the 4 nodes w, x, y, and z with later removals;

or locally pay B: pay just the minimum B, but then these 4 nodes will remain connected
within the gadget since disconnecting them later would cost significantly more than the
+1. Indeed, by points (3) and (1) above, the cost of disconnecting any two nodes among
the 4 nodes w, x, y will be at least 3− 1 = 2.

The above informal description will make full sense only later, after all the pieces of the
proposed reduction are in place. We now present our gadget; see Fig. 35. The weighted
subgraph of G induced by the nodes a, b, c, y and w is called the chamber. The gadget graph
G is similar to the flower F from Fig. 33 but it has 14 petals and 1 chamber, plus two edges
wx and wz, dubbed the jump edges. In Fig. 35, the 14 petals are only hinted at for reasons
of legibility. The numbers that label some of the nodes represent the distances from node
w within the weighted graph G \ {wx,wz} and, as such, certify the truth of the last two
properties listed in the following lemma.

Lemma 6.4. The graph G in Fig. 35 has 14 petals, one chamber, n = 73, m = 147, and
ν = 75. It has has a unique minimum U-basis Cmin; this basis is weakly fundamental and
has weight B := 377. The edges wx, wy, and wz are all non-tree edges w.r.t. any removal
sequence encoding Cmin. There exists a W-basis of G of weight B +1, and a removal sequence
encoding this basis, w.r.t. which the edges wx, wy, and wz are all tree edges. The distance
between w and y in G \ yw is 4. The distance between w and x in G \ xw is 5. The distance
between w and z is 5 in G \ zw and 6 in G \ {zw, xw}. The distance between any two nodes
in {x, y, z} is at least 4 in G \ {xw, yw, zw}.

Proof. All claims in the first sentence are readily verified. As for the last four sentences, their
truth can be readily verified through shortest-path computations, and the distance values
reported in Fig. 35 may partially support the reader in this task.

The remaining properties follow from the properties of the petals and from the structure
of G. We refer to Rizzi (2007) for detailed arguments.

The source problem of the L-reduction: Hypergraphs generalize graphs. A hypergraph
is a pair H = (V,E), where V is a finite set of nodes and E is a finite set of hyperedges. A
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Figure 35: A gadget graph G with 11 petals, one chamber, and two jump edges wx and wz.

hyperedge is a set of nodes. When all hyperedges have size t, H is called t-uniform. Graphs
are 2-uniform hypergraphs. A circuit in a hypergraph is an alternating sequence of nodes
and edges v0, e0, v1, e1, v2, . . . , vk, ek such that, for every i = 0, 1, 2, . . . , k, we have vi ∈ ei and
vi+1 mod k ∈ ei. The length of the circuit is k, the number of edges comprising it. The girth
γH of a hypergraph H is the minimum length of a circuit in H. A hypergraph is acyclic if
it contains no circuit. A feedback hyperedge set (FHS) of a hypergraph H = (V,E) is a set
F ⊆ E such that (V,E \ F ) is acyclic. Given a hypergraph H, the Minimum Feedback
Hyperedge Set (MFHS) problem seeks a minimum cardinality FHS in H.

Lemma 6.5 (Rizzi, 2007). There exists a constant α > 0 such that the MFHS problem is
APX -hard even when restricted to 4-uniform hypergraphs with γ ≥ 6 in which a minimum
cardinality FHS has a size of at least α |E|.
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The main reduction: The main L-reduction is from the MFHS problem to the minimum
W-basis problem. Let H = (V,E) be a 4-uniform hypergraph with γH ≥ 6. Consider the
weighted graph GH obtained as follows:

1. Start from node set V ;

2. Add a further node r adjacent to all nodes in V through edges of weight 3;

3. For each hyperedge e = {v1, v2, v3, v4} ∈ E, add a new and private copy Ce of the gadget
graph and perform the following 4 node identifications: v1 ↔ x, v2 ↔ y, v3 ↔ z, and
v4 ↔ w.

The following lemma establishes that the above poly-time construction is an L-reduction
from the MFHS problem restricted to instances conforming to the properties in Lemma 6.5
to the minimum W-basis problem. As a consequence, the MWFCB problem is APX -hard.

Lemma 6.6. The hypergraph H = (V,E) admits an FHS of size t iff GH admits a W-basis
of weight (21 + B)m + t, where n = |V |, m = |E|.

Proof. Assume first that the hypergraph H = (V,E) admits an FHS F ⊆ E with |F | = t. We
construct a W-basis CF of GH and a removal sequence s encoding CF . We start with CF := ∅
and s := ∅ and set G′ := GH .

For each e ∈ F , we proceed as follows. First, at cost (B + 1), we put in CF all circuits of
the W-basis of Ce of weight (B + 1). By Lemma 6.4, this basis can be encoded by a removal
sequence with respect to which the edges xw, yw, and zw of Ce are all tree edges. Append
this removal sequence to s meanwhile removing from G′ the 75 edges it prescribes. After the
removal of these edges Ce is acyclic. Furthermore, the only edges of Ce which are not bridges
of G′ are the edges xw, yw, and zw. Next, at cost 7 + 7 + 7 = 21, remove from G′ these three
edges of component Ce, meanwhile appending them to s and adding to CF the three triangles
they form together with node r. Each of these triangles costs 7 = 3 + 3 + 1. Clearly, after the
removal of these three edges, no circuit of G′ can go through an edge of Ce. After this has
been performed for each e ∈ F , we have paid (B + 1 + 21) t = (21 + B) t + t in total.

At this point, the number of connected components of (V,E \F ) is n− 3(m− t); for each
connected component C of (V,E \F ), remove from G′ all edges of the form rc, c ∈ C, except
one. Each removal has cost 7 = 3+3+1 (explained in more detail below) and adds a triangle
through node r to CF . Once these edges have been removed, no circuit of G′ contains r.
We now explain in more detail how the removal of these edges can be performed within the
claimed costs. First, select a node a of C and a spanning tree A of G′[C]. Then, let A′ := A.
Consider A′ as a tree rooted at a. While A′ 6= {a}, consider any leaf q of A′ and let p be the
father of q in A′; remove from G′ the edge qr and append it to s, meanwhile inserting into
CF the triangle q − r − p (at a cost of 7 = 3 + 3 + 1); remove node q from the rooted tree
A′. In this way, we remove a total of n− (n− 3(m− t)) = 3(m− t) edges, for a total cost of
21(m− t). Up to this point, we have paid (B + 1) t + 21 m in total.

Finally, for each e ∈ E \ F , put in CF all circuits of the W-basis of Ce of weight B. Also,
append to s and remove from G′ all non-tree edges of Ce w.r.t. any removal sequence encoding
this W-basis of Ce. After this, G′ is a spanning tree of GH . In particular, the acyclicity of
G′ follows from the acyclicity of E \ F . Thus, CF is a W-basis of GH . In total, this last step
has cost (m− t) B and hence the total cost of CF is (21 + B) m + t.

78



For the reverse direction, let C be a W-basis of GH of a cost of at most (21+B) m+ t. We
may assume C to be locally-optimal and encoded by means of a removal sequence s. Let T be
the spanning tree of GH made of the tree edges w.r.t. s. Let E′ be the set of those hyperedges
e ∈ E such that Ce ∩T is a spanning tree of Ce. Notice that the hypergraph (V,E′) is acyclic
since T is acyclic. Let F := E \ E′. It follows that F is an FHS of the hypergraph H. Let
f := |F |. We will show that |F | ≤ t.

Let ν denote the cyclomatic number of GH . By Lemma 6.4, the cyclomatic number of
each gadget Ce is 75. Therefore ν = 75 m + 3 m = 78 m since, to make GH acyclic, we
need to remove 3 m further edges after having made each Ce acyclic. Let G0 := GH , and, for
i = 1, 2, . . . , ν, let Gi be the weighted graph obtained from Gi−1 by removing the i-th edge ei

from the removal sequence s. For every e ∈ E, we denote by Ve the nodes of the gadget Ce,
and we say that edge ei is pertinent to Ce if ei is an edge of Ce and if the induced graphs Gi[Ve]
and Gi−1[Ve] have the same number of connected components. Clearly, the removal sequence
s = e1, e2, . . . , eν contains precisely νCe = 75 edges pertinent to Ce and the subsequence se of
s comprising these 75 edges encodes a W-basis of Ce. Since the girth of H is at least 6, every
circuit of GH which is not a circuit of some Ce costs at least 7. As a consequence, for every
e ∈ E, the total cost of the circuits in C associated with the edges in se is at least B. Besides
the ν = 75 m removals considered up to now (which are precisely enough to make each Ce

gadget acyclic), we have 3 m further removals. None of these further removals can cost less
than 7, since none of the corresponding circuits in C is entirely contained in one single Ce

gadget. Furthermore, for every e ∈ F , the best edge removal for making GH [Ve] acyclic and
disconnecting the subgraph GH [Ve] ∩ T has cost B + 1. Indeed, for every e ∈ F , there exists
an ei in s such that Gi[Ve] and Gi−1[Ve] have the same number of connected components. As
a consequence, the corresponding circuit Ci in C contains an edge (the edge ei) in Ce but is
not entirely contained in Ce. Now, if ei is neither the xw, nor the yw, nor the zw edge of Ce,
then the cost of Ci is strictly greater than 7 (actually, at least 10); otherwise, the total cost
of the circuits in C associated with the edges in se is at least B + 1. In total, the cost is at
least (m− f)B + f(B + 1) + 21 m = m B + 21 m + f . Since we know that this cost is at most
(21 + B) m + t, we conclude f ≤ t.
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7 Applications

Cycle bases arise in a wide range of engineering situations. Here, we discuss three of them,
which require different kinds of cycle bases: The analysis of electrical circuits can be carried
out with any kind of cycle basis, whereas solving periodic scheduling problems in traffic
planning require integral bases, and a graph drawing method requires strictly fundamental
bases.

7.1 Kirchhoff’s Voltage Law

Kirchhoff’s circuits laws govern the behavior of electrical circuits. The zero-sum property
states that the directed sum of the electrical potential differences around any closed circuit
must be zero (Kirchhoff, 1847). Cycle bases are relevant for circuit analysis, since the zero-
sum property holds for all circuits if it holds for the circuits in a basis. Thus, circuit analysis
can restrict attention to the circuits in a basis. Indeed, consider the cycle matrix Γ of some
directed cycle basis and some arbitrary cycle C. Then C = Γλ for some coefficient vector
λ. Now, if some vector x of potential differences satisfies Kirchoff’s law for every circuit in
the basis, i.e., xTΓ = 0, then xTC = xT(Γλ) = (xTΓ)λ = 0Tλ = 0. For a more detailed
exposition of this application of cycle bases, we refer the reader to Bollobás (2002). An in-
depth presentation of how cycle bases can be used for index reduction of differential algebraic
systems is given in Bächle (2007).

7.2 Periodic Scheduling in Traffic Planning

Periodic scheduling problems arise frequently in traffic planning. Two examples are scheduling
traffic lights and timetabling public transport. They share a common mathematical model
that can be traced back to early work by Gartner et al. (1975) and Rüger (1986) and that
was put into its final form by Serafini and Ukovich (1989).

In the Periodic Event Scheduling Problem (PESP) we are given a directed graph D =
(V,A), vectors ℓ and u on the arcs, and a scalar T called cycle time or period. For an arc a,
ℓ(a) and u(a) are lower and upper bounds, respectively, for the travel time across a. In the
feasibility version of the problem, the question is whether or not a node potential π exists,
such that

ℓa ≤ πj − πi + Tpa ≤ ua, ∀a = (i, j) ∈ A,

where p constitutes an integral vector on the arcs. Then πi is the event time at node i modulo
the period T and pa translates between periods. For example, if T = 60, a = (i, j), ℓ(a) = 20,
u(a) = 30, πi = 45, πj = 10, then pa = 1. One may further add an objective function, which
will depend on the application. We will next discuss two applications in somewhat more
detail and then make the connection to cycle bases.

Traffic Light Coordination. The task is to plan the red/green timings of traffic lights.
We assume that a desired cycle time has already been determined, e.g., 60 seconds, and
that minimum durations for the green phases of the individual signal groups (left turn lane,
straight traffic, etc.) have been derived from the traffic loads of the origin-destination pairs.
It is then necessary to schedule the events for each signal group, i.e., when signals turn from
green to red and from red to green. Typical objectives are the minimization of the number of
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47–50 StsRockefeller CtrB•D•F•V

34 StPennStation1•2•3•LIRR
34 StHerald SqB•D•FN•Q•R•V•W

42 St Bryant PkB•D•F•V
5 Av    7

Lexington Av/53 St E•V
59 St4•5•6
51 St6

Lexington Av/59 StN•R•W

5 Av/53 StE•V

5 Av/59 StN•R•W

125 St1

168 St A•C•1 A•C

Dyckman St1

Inwood207 StA
215 St1

3 Av–149 St2•5

Woodlawn4

Marble Hill225 St1

231 St1

      75 St   Z rush hours,    J other timesCypress HillsJ

85 St–Forest Pkwy                          J
Woodhaven Blvd                   J•Z

   104 St  Z rush hours,  J other times

111 StJ

     121 St   Z rush hours,    J other times

Sutphin BlvdArcher Av JFK AirportE•J•Z•LIRR

Jamaica179 StF

Jamaica Center Parsons/ArcherE•J•Z  Jackson Hts
Roosevelt Av

E •F •G •R •V •Q33 Q47 
LGA Airport

  FlushingMain St            7

Nostrand Av3

   Crown HtsUtica Av3•4

Saratoga Av  3

Rockaway Av              3 
Junius St       3

Pennsylvania Av3
Van Siclen Av3

New Lots Av3

Sutter Av–Rutland Rd3
A•C•J•M•Z2•3•4•5

Open 11am-7pmon racing days

  Westchester Sq  East Tremont Av   6

Intervale Av             2•5Prospect Av         2•5Jackson Av      2•5

  Willets Point Shea Stadium7 • Q48 LGA Airport

     Van Siclen Av    Z rush hrs,    J other times

138 St–GrandConcourse4•5

M60 LaGuardia Airport

M60 LGA Airport 

Rector St1

Cortlandt St1 Cortlandt StR•W

South Ferry1

World TradeCenterE

  207 St1

rushhours

rushhours

rushhours

St. George
Tompkinsville

Stapleton
Clifton  S51

Grasmere
Old Town

Dongan Hills
Jefferson Av

Grant City          S51/81
New Dorp

Oakwood Heights                          S57
Bay Terrace

      Great KillsS54 X7 X8

Eltingville
Annadale      S55

     HuguenotS55 X17 X19 
Prince's Bay           S56

Pleasant Plains
Richmond ValleyNassauS74/84AtlanticS74/84

Stadium(game days only)

Tottenville      S74/84

(TemporarilyClosed)

S

Q10 JFK Airport

Flushing–Main StSubway
NYC Transit BusQ12 Little NeckQ13 Ft TottenQ14 WhitestoneQ15 BeechhurstQ16 Ft TottenQ17 JamaicaQ19 AstoriaQ20A/B College Pt–JamaicaQ26 AuburndaleQ27 Cambria HeightsQ28 Bay TerraceQ44 Bronx Zoo–JamaicaQ48 LaGuardia Airport Q58 Ridgewood

MTA BusQ25 Jamaica–College PtQ34 Jamaica–WhitestoneQ65 Jamaica–College PtQ66 Long Island CityQBx1 Co-op City
LI BusN20 HicksvilleN21 Glen Cove
LIRR

Queens PlazaQueensboro PlazaSubway
NYC Transit BusB61 Red HookQ32 Midtown Manhattan
MTA BusQ39 RidgewoodQ60 Manhattan–South JamaicaQ66 FlushingQ67 Middle VillageQ69 Jackson HeightsQ100 Rikers Island Q101 Manhattan–AstoriaQ102 Astoria–Roosevelt Island

Woodhaven BlvdQueens CenterSubway
NYC Transit BusQ59 WilliamsburgQ88 Queens Village
MTA Bus Q11 Howard Bch or Hamilton Bch Q29 Jackson Heights–GlendaleQ38 Middle Village Q53 Woodside–Rockaway Park

Jamaica–Sutphin BlvdLong Island Rail RoadSubway
NYC Transit BusQ20A/B College PointQ24 BushwickQ30 Little NeckQ31 BaysideQ43 Floral Park Q44 Flushing–Bronx ZooQ54 WilliamsburgQ56 Broadway Junction
MTA Bus Q6 JFK Postal FacilityQ8 City LineQ9 S. Ozone ParkQ25 College Point Q34 WhitestoneQ40 South JamaicaQ41 LindenwoodQ60 Manhattan–South Jamaica Q65 College PointAIRTRAIN

Kew Gardens Union TpkeSubway
NYC Transit BusQ46 Glen Oaks or         Lake SuccessQ74 Queens College
MTA Bus Q10 JFK AirportQ37 South Ozone Park

121 StSubwayMTA BusQ10 Kew Gardens,        JFK Airport 0

Myrtle–Wyckoff AvsSubway
NYC Transit Bus B13 Spring Creek–WilliamsburgB26 Halsey StB52 Gates AvB54 Myrtle AvQ55 Richmond HillQ58 Flushing

Grand Central TerminalMetro-North RailroadSubway
NYC Transit BusM1 5th/Madison AvsM2 5th/Madison AvsM3 5th/Madison AvsM4 5th/Madison AvsM5 Riverside Dr/5 Av/6 AvM42 42 St CrosstownM98 Washington HtsM101 Third/Lex AvsM102 Third/Lex AvsM103 Third/Lex AvsM104 BroadwayQ32 Jackson Hts/Penn StationX25 Downtown Manhattan
NY Airport Service Newark Airport Express

Forest Hills71 AvSubwayMTA Bus Q23 East Elmhurst Q64 ElectchesterLIRR

Euclid Av/Pitkin AvSubway
NYC Transit Bus B13 Spring Creek–Williamsburg
MTA Bus Q7 Rockaway BlvdQ8 101 Av

New Lots AvSubway
NYC Transit Bus B6 Bensonhurst–East New YorkB15 JFK Airport

CanarsieRockaway PkwySubway
NYC Transit Bus B6 Bensonhurst–East New YorkB17 Remsen AvB42 Rockaway PkwyB60 Wilson AvB82 Coney Island–Spring         Creek Towers

Brooklyn College/Flatbush AvSubway
NYC Transit Bus B6 Bensonhurst–East New YorkB11 49/50 Sts–Avenue JB41 Flatbush AvB44 Nostrand Av
MTA Bus Q35 Rockaway ParkB103 Canarsie

Coney IslandStillwell AvSubway
NYC Transit BusB36 Sheepshead BayB64 Bath AvB68 Coney Island AvB74 Mermaid AvB82 Spring Creek Towers

Bay Pkwy/86 StSubway
NYC Transit Bus B1 86 StB6 Bensonhurst–East New YorkB82 Coney Island–Spring         Creek Towers

86 St/4 AvSubway
NYC Transit Bus B16 Ft Hamilton PkwyB37 Third AvB63 Fifth AvB64 Bath AvS53 Port RichmondS79 SI Mall via Hylan BlvdS93 Willowbrook

Atlantic Av/Atlantic Av- Pacific StLong Island Rail RoadSubway
NYC Transit Bus B41 Flatbush AvB45 St John’s PlB63 Fifth AvB65 Dean/Bergen StsB67 Seventh Av

Court St/Borough HallSubway
Jay St–Borough HallSubway
NYC Transit Bus B25 Fulton StB26 Halsey StB37 Third AvB38 DeKalb AvB41 Flatbush AvB45 St John’s PlB51 City HallB52 Gates AvB54 Myrtle AvB57 Flushing AvB61 Red Hook–Queens PlazaB65 Dean/Bergen StsB67 Seventh AvB75 Ninth St
MTA BusB103 Canarsie

Broadway–NassauFulton StreetSubway
NYC Transit Bus M1 Fifth/Madison AvsM6 Broadway/Sixth AvM15 First/Second Avs

City HallSubwayBklyn Bridge–City HallSubway
NYC Transit Bus M1 Fifth/Madison AvsM6 Broadway/Sixth AvM15 First/Second AvsM22 Madison StM103 Third/Lexington AvsB51 Downtown Brooklyn

Marcy AvSubway
NYC Transit Bus B24 Greenpoint AvB39 Williamsburg BrB44 Nostrand AvB46 Utica AvB60 Wilson AvQ54 Metropolitan Av

Penn StationLong Island Rail Road Subway
NYC Transit BusM4 5th/Madison AvsM10 Central Park WestM16 34 St CrosstownM20 7th/8th AvsM34 34 St CrosstownQ32 Jackson HtsNJ Transit • AmtrakNewark Airport Express • NY Airport Service 

Port AuthorityBus TerminalSubwayNYC Transit BusM10 Central Park WestM11 9th/10th AvsM16 34 St CrosstownM20 7th/8th AvsM27 49/50 Sts CrosstownM42 42 St CrosstownM104 BroadwayNewark Airport Express • NY Airport Service • NJ Transit • Other commuter & long-distance buses

Crown HeightsUtica AvSubway
NYC Transit Bus B14 Sutter AvB17 Remsen AvB46 Utica Av

Rockaway BlvdSubwayA
MTA Bus Q7 City Line–JFK Cargo AreaQ11 Elmhurst–Howard Beach         or Hamilton BeachQ21 Rockaway ParkQ41 LindenwoodQ112 Jamaica–Ozone Park

Far RockawaySubway
MTA BusQ22 RoxburyQ22A BayswaterQ113 JamaicaLI BusN31 HempsteadN32 HempsteadN33 Long Beach
LIRR

Jackson Heights74 St–Roosevelt AvSubway
NYC Transit Bus Q32 Midtown Manhattan
MTA Bus Q33 82/83 Sts LGA Airport(except Marine Air Terminal)Q45 69 StQ47 73/74 Sts LGA Airport(Marine Air Terminal only)Q49 East ElmhurstQ53 Woodside–Rockaway Park

Middle VillageMetropolitan Av Subway
NYC Transit Bus Q54 Williamsburg
MTA Bus Q38 Forest Hills or CoronaQ67 Long Island City 

Broadway JunctionSubway
NYC Transit Bus B20 Ridgewood–New LotsB25 Fulton StB83 Spring Creek/Gateway     Center MallQ24 Atlantic AvQ56 Jamaica Av
LIRR

Jamaica–169 St/179 StSubway (179 St only)
NYC Transit BusQ1 Queens Village or BelleroseQ2 Belmont ParkQ3 JFK AirportQ17 FlushingQ30 Little Neck (169 St only)Q31 Bayside (169 St only)Q36 Floral ParkQ43 Floral Park Q75 Oakland GardensQ76 College PointQ77 Springfield Gardens
MTA BusQ110 Jamaica–Belmont Park (179 St only, rush hour only)
LI Bus N1 Elmont RdN2 Meacham Av N3 Franklin Av N6 HempsteadN22 HicksvilleN22A Roosevelt FieldN24 Roosevelt Field N26 Manhasset

Jamaica CenterSubway
NYC Transit BusQ4 Cambria HeightsQ5 Green Acres Mall–Rosedale      (via Merrick Blvd)Q20A/B College PointQ24 BushwickQ30 Little NeckQ31 BaysideQ42 Addesleigh ParkQ44 Flushing–Bronx ZooQ54 WilliamsburgQ56 Broadway Junction Q83 Cambria HeightsQ84 LaureltonQ85 Green Acres Mall or       Rosedale (via Bedell St)
MTA BusQ6 JFK Postal FacilityQ8 City LineQ9 S. Ozone ParkQ25 Flushing–College PointQ34 Flushing–WhitestoneQ41 LindenwoodQ65 Flushing–College PointQ110 Jamaica–Belmont ParkQ111 Jamaica–RosedaleQ112 Jamaica–Ozone Park Q113 Jamaica–Far Rockaway
LI Bus N4 Freeport

Pelham Bay ParkSubway
NYC Transit BusBx5 Bruckner Blvd/Story AvBx12 Select Bus ServiceBx12 Pelham Pkwy/Bay PlazaBx12 Orchard BeachBx14 Country Club–ParkchesterBx29 Bay Plaza–City Island
MTA BusQBx1 Co-op City–Flushing
Bee-Line45 Eastchester

Westchester SquareEast Tremont Av Subway
NYC Transit BusBx4 Westchester AvBx8 Throgs Neck Bx14 Country Club–Parkchester Bx21 Boston Rd–Morris Park AvBx31 Eastchester RdBx40 Throgs NeckBx42 Throgs Neck

ParkchesterSubway
NYC Transit BusBx4 Westchester AvBx14 Country Club Bx36 SoundviewBx39 Clason PtQ44 Bronx Zoo–Jamaica

Fordham PlazaMetro-North
NYC Transit BusBx9 B’way/Kingsbridge RdBx12 Select Bus ServiceBx12 Pelham Pkwy/Fordham RdBx15 Third Av/125 StBx17 Crotona/Prospect AvsBx22 Castle Hill AvBx41 Webster Av/W. Plains RdBx55 Third Av
Bee-Line60 White Plains61 Port Chester62 White Plains

3 Av–149 StSubway
NYC Transit BusBx2 Grand ConcourseBx4 Westchester AvBx15 Third Av/125 StBx19 Southern Blvd/E 149 StBx21 Morris Pk Av/Boston RdBx41 Webster Av/W. Plains RdBx55 Third Av

Hunts Point Av Subway
NYC Transit BusBx5 Story Av/Bruckner BlvdBx6 Hunts PointBx19 Southern Blvd/E 149 St

Norwood–205 StSubway
NYC Transit BusBx10 RiverdaleBx16 E 233 St/Nereid AvBx28 E Gun Hill RdBx30 Boston Rd/E Gun Hill RdBx34 Bainbridge Av

Wakefield–241 St Subway
NYC Transit BusBx41 Webster Av/White Plains Rd
Bee-Line40 Westchester Med Ctr41 Westchester Med Ctr42 New Rochelle
Metro-North

WoodlawnSubway
NYC Transit BusBx16 E 233 St/Nereid AvBx34 Bainbridge Av
Bee-Line4 Yonkers20 White Plains21 White Plains

M60LaGuardiaAirport

Kings Hwy/E 16 StSubway
NYC Transit Bus B2 Avenue RB7 Kings HighwayB31 Gerritsen AvB82 Coney Island–Spring         Creek Towers
MTA BusB100 Mill Basin

Sheepshead BaySubway
NYC Transit Bus B4 Bay Ridge PkwyB36 Coney IslandB49 Ocean Av

34 Street-Herald SqSubway
NYC Transit BusM4 5th/Madison AvsM5 Riverside Dr/5 Av/6 AvM6 B’way/Sixth AvM7 Columbus/Amsterdam AvsM16 34 St CrosstownM34 34 St CrosstownQ32 Jackson Hts
PATH

2,3 and northbound 4,5

4,5,6 only

E,G,R,V only

except S

Simpson St Subway
NYC Transit BusBx4 Westchester AvBx5 Story Av/Bruckner BlvdBx11 George Washington BridgeBx19 Southern Blvd/E 149 StBx27 Clason PointBx35 George Washington Bridge

Van Cortlandt Pk–242 StSubway
NYC Transit BusBx9 Broadway/West Farms Sq
Bee-Line1 Yonkers/Hastings1C Westchester Cty Comm Coll1T Tarrytown1W White Plains2 Yonkers3 White Plains

Marble Hill–225 StSubway
NYC Transit BusBx7 Riverdale Av/Broadway Bx9 Broadway/Kingsbridge RdBx20 Inwood/Riverdale
Metro-North

Inwood–207 StSubway
NYC Transit BusM100 B'way/Amsterdam AvBx7 Riverdale Av/BroadwayBx12 Select Bus ServiceBx20 Marble Hill/Riverdale

A only

George WashingtonBridge Bus Station175 St/181 StSubwayNYC Transit BusBx3 University AvBx7 Riverdale Av/B’wayBx11 Clrmnt Pkwy/170 StBx13 Ogden AvBx35 E 167 StBx36 E174 StM4 Fifth/Madison AvsM5 Riverside Dr/5 Av/6 AvM98 MidtownM100 Amsterdam Av/B’way
NJ Transit Red & Tan  Lines
125 St/Metro-NorthSubway
NYC Transit BusBx15 Third Av/125 StM35 Wards IslandM60 LaGuardia Airport M98 Wshngtn Hts/MidtownM100 Amsterdam Av/B’wayM101 Third/Lex AvsM103 Third/Lex Avs

Times Sq–42 StSubway
NYC Transit BusM6 B’way/Sixth AvM7 Columbus/Amsterdam AvsM10 Central Park WestM20 7th/8th AvsM27 49/50 Sts CrosstownM42 42 St CrosstownM104 Broadway

Staten Island Mall
NYC Transit Bus S44/94 St. George via Cary AvS55 Huguenot via Annadale RdS56 Huguenot via Woodrow RdS59 Port Richmond–TottenvilleS61/91 St. George via Bradley AvS79 Bay Ridge via Hylan BlvdS89 Eltingville–BayonneX17 East MidtownX31 East Midtown

Eltingville
Staten Island Railway NYC Transit Bus S59 Port Richmond–TottenvilleS79 SI Mall–Bay RidgeS89 BayonneX1 West MidtownX4 Downtown ManhattanX5 East MidtownX6 West Midtown

New Dorp 
Staten Island Railway NYC Transit Bus S57 Port RichmondS76/86 Oakwood

Grasmere
Staten Island Railway NYC Transit Bus S53 Bay Ridge–Port Richmond

St. George 
Staten Island Railway NYC Transit Bus S40/90 Howland Hook via Richmond TerrS42 St Marks PlS44/94 SI Mall via Cary AvS46/96 Castleton AvS48/98 Forest AvS51/81 Grant CityS52 South BeachS61/91 SI Mall via Bradley AvS62/92 Victory BlvdS66 Pt Richmond via Jewett AvS67 Pt Richmond via Watchogue RdS74/84 Tottenville via Richmond RdS76/86 OakwoodS78 Tottenville via Hylan Blvd
Staten Island Ferry
Port Richmond
NYC Transit Bus S40/S90 St. George/Howland HookS53 Bay Ridge, BrooklynS57 New DorpS59 TottenvilleS66 St. George via Jewett AvS67 St. George via Willowbrook Rd

southbound only

except

n-bound

s-bound
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FINANCIALDISTRICT

BATTERY PARK CITY

BATTERY PARK CITY

CHINATOWN

LITTLE ITALYSOHO

TRIBECA

GREENWICHVILLAGE

CHELSEA

WESTSIDE

UPPEREASTSIDEUPPERWESTSIDE

EASTHARLEM
HARLEM

WASHINGTONHEIGHTS

EASTVILLAGE

LOWEREAST SIDE

NOHO

RIVERDALE

KINGSBRIDGE

HIGH-BRIDGE

FORDHAM

TREMONT

MORRISANIA

THE HUB
HUNTSPOINT

RIKERSISLAND

MOTT HAVEN

SOUNDVIEW

PARKCHESTER

CITYISLAND

BAYCHESTER

CO-OPCITY

EASTCHESTER

ASTORIA

LONGISLANDCITY

ROOSEVELTISLAND

JACKSONHEIGHTS

CORONA

FLUSHING

HILLCREST

FRESHMEADOWS

JAMAICAESTATES

JAMAICA

HOLLIS

QUEENSVILLAGE

KEWGARDENS

KEWGARDENSHILLS

RICHMONDHILL

FORESTHILLS

REGO PARK

MIDDLEVILLAGE

GLENDALE WOODHAVEN

OZONEPARK

HOWARD BEACHEASTNEWYORK

OCEAN HILL-BROWNSVILLE

CANARSIE

EASTFLATBUSH

MIDWOOD

BENSONHURST

FLATBUSH

PARKSLOPE
REDHOOK

GOVERNORSISLAND

CARROLLGARDENS

FLATLANDS

ROCKAWAYPARK

BREEZYPOINT

SHEEPSHEADBAY

BRIGHTONBEACH

CONEY ISLAND

BAY RIDGE

BOROUGHPARK

SUNSETPARK

BROOKLYNHEIGHTS

WILLIAMSBURG

FORT GREENE

GREENPOINT

BEDFORD-STUYVESANT

CROWNHEIGHTS

BUSHWICK

RIDGEWOOD
MASPETH

FULTONLANDING

NAVYYARD

WEST NEWBRIGHTON

FOXHILLS

NEWBRIGHTON

ROSEBANK

CASTLETONCORNERS

BULLSHEAD
CHELSEA

PORTRICHMOND
MARINERSHARBORPORTIVORYHOWLANDHOOK WESTERLEIGH

RICHMONDTOWN

DONGANHILLS

TODTHILL

NEWDORPBEACH

ARDENHEIGHTS
FRESHKILLS

TOTTENVILLEBEACH

WOODROW
CHARLESTON

ROSSVILLE

NEW YORKTRANSIT MUSEUM

Norwood/205 Street, Bronx–Coney Island, Brooklyn;Express in Bronx (peak direction), Manhattan and Brooklyn

Norwood/205 Street,        Bronx– Coney Island,Brooklyn; Local in Bronx and Brooklyn, Express  in ManhattanJamaica/179 St, Queens – Coney Island, Brooklyn;Express, Forest Hills/71 Avenue–21 St/Queensbridge, Queens; Local in Manhattan and Brooklyn

145 St, Manhattan – Brighton Beach,Brooklyn; Local in upper Manhattan, Expressin midtown Manhattan and Brooklyn

Bedford Park Blvd, Bronx –Brighton Beach, Brooklyn;Local in Bronx and upper Manhattan, Express in midtown Manhattan and Brooklyn

Norwood/205 St, Bronx – Coney Island, Brooklyn;Local in Bronx, Express in Manhattan and Brooklyn

Forest Hills/71 Av, Queens – Lower East Side/2 Av, Manhattan; Local

Washington Heights/168 St, Manhattan – Euclid Avenue, Brooklyn; Local
Jamaica Center, Queens – World Trade Center, Manhattan; Express in Queens, Local in Manhattan;some rush hour trips to/from Jamaica/179 St, Queens

Jamaica Center, Queens,–World Trade Center,Manhattan;  Local
Broad Channel–Rockaway Park/Beach 116 St, Queens, Local; connect with  at Broad Channel

Inwood/207 St, Manhattan – Ozone Park/Lefferts Blvd or Far Rockaway, Queens;Express in Manhattan and Brooklyn, Local in Queens; Note: also serves Rockaway Park, Queens, during rush hours; other times transfer to Rockaway Park Shuttle at Broad Channel, Queens

No service, use 
Long Island City/Court Sq, Queens – Smith/9 Sts,Brooklyn; Local Forest Hills/71 Av, Queens – Smith/9 Sts, Brooklyn; Local

No service, use 

No service, use 

Inwood/207 Street,Manhattan–Far Rockaway,Queens; LocalNote: Lefferts Blvd shuttle connects at Euclid Avenue

Astoria/Ditmars Blvd, Queens – Coney Island, Brooklyn;Local in Queens, Express in Manhattan and Brooklyn
Astoria/Ditmars Blvd,Queens – Coney Island,Brooklyn; Local in Queens and Manhattan, Express  in Brooklyn

Astoria/Ditmars Blvd,Queens – Coney Island,Brooklyn; Local;via Lower Manhattan

Metropolitan Av, Queens –Bay Parkway, Brooklyn;Local
Metropolitan Av, Queens – Chambers St, Manhattan; Local

Metropolitan Av, Queens – Myrtle Av, Brooklyn;Local; connect with at Myrtle Av
Metropolitan Av, Queens – Broad St, Manhattan; Local

Franklin Av – Prospect Park, Brooklyn; Shuttle

Jamaica Center, Queens – Broad St, Manhattan;Local, in Queens and Manhattan; Express, Myrtle Av-Marcy Av peak direction only/  skip-stop servicebetween Sutphin Blvd andMyrtle Av peak direction only

8 Av, Manhattan–Canarsie/Rockaway Parkway, Brooklyn; Local

Midtown-57 St/7Av, Manhattan – Coney Island, Brooklyn; Express in Manhattan, Local in Brooklyn

No  service, use 

No  service, use 

Jamaica Center, Queens – Broad St, Manhattan;Local
Jamaica Center, Queens – Broad St, Manhattan;Local, in Queens and Manhattan; Express, Myrtle Av-Marcy Av peak direction only

Jamaica Center, Queens – Chambers St, Manhattan;Local; connect with at Chambers St
Jamaica Center, Queens – Broad St, Manhattan;Local (to Chambers St onlyweekend nights)

Forest Hills/71 Av, Queens – Bay Ridge/95 St, Brooklyn; Local

Astoria/Ditmars Blvd, Queens  – Whitehall St, Manhattan; Local

36  St – Bay Ridge/95 St,Brooklyn; Local; connect with            or            at 36 St. NOTE: skips 53 St and 45 St northbound

Times Square – Grand Central, Manhattan; Shuttle No service, use 

Dyre Av, Bronx – Bowling Green, Manhattan; Local in Bronx; Express in Manhattan

Flushing/Main St, Queens – Times Square, Manhattan; Local

Pelham Bay Park, Bronx – Brooklyn Bridge, Manhattan;Local

Van Cortlandt Park/242 St, Bronx – South Ferry, Manhattan; Local
Wakefield/241 St, Bronx – Flatbush Av, Brooklyn; Express in Manhattan; Local in Bronx and Brooklynsome rush hour trips to/from New Lots Av, Brooklyn

Harlem/148 St, Manhattan –Times Square/42 St,Manhattan; Express
Woodlawn, Bronx – New Lots Av, Brooklyn;Local

Wakefield/241 St, Bronx – Flatbush Av, Brooklyn;Local

Dyre Av – E 180 St, Bronx; Local; transfer to  at E 180 St

Flushing/Main St, Queens  – Times Square, Manhattan

Pelham Bay Park or Parkchester, Bronx – Brooklyn Bridge, Manhattanto Parkchester, Localto Pelham Bay Park, Express in Bronx, peak direction only; Local in Manhattan
LocalExpress peak direction only until 10PM

Woodlawn, Bronx – Crown Heights/Utica Av, Brooklyn;Local in Bronx; Express in Manhattan and Brooklyn Note: skips 138 St, Bronx, rush hours in peak direction some rush hour trips to/from New Lots Av, Brooklyn

Harlem/148 St, Manhattan  – New Lots Av, Brooklyn; Express in Manhattan; Local in Brooklyn

Nereid Av or Dyre Av, Bronx – Flatbush Av, Brooklyn; Express in Manhattan and Brooklyn; Express in Bronx, peak direction only; some rush hour trips to/from Utica Av or New Lots Av, Brooklyn

FlushingLocal

Lexington AvLocal

Lexington AvExpress

Lexington AvExpress

7 AvenueExpress

Broadway/7 AvLocal
7 AvenueExpress

Bklyn-QueensCrosstownLocal

8 AvenueLocal
8 AvenueLocal

8 AvenueExpress

Rockaway ParkShuttle
6 AvenueExpress

6 AvenueExpress

6 AvenueLocal
6 AvenueLocal

Franklin AvShuttle

14 St-CanarsieLocal

BroadwayExpress

Nassau StreetExpress

Nassau StreetExpress

BroadwayLocal

BroadwayLocal

BroadwayExpress

Nassau StreetLocal

42 StreetShuttle

Rush Hours6:30 AM – 9:30 AM,3:30 PM – 8:00 PMMonday – Friday
Middays
9:30 AM – 3:30 PMMonday – Friday

Evenings
8:00 PM – 12 midnightMonday – Friday

Late Nights
12 midnight – 6:30 AMEvery day

Weekends
6:30 AM – 12 midnightSaturday & Sunday

Rush Hours6:30 AM – 9:30 AM,3:30 PM – 8:00 PMMonday – Friday
Middays
9:30 AM – 3:30 PMMonday – Friday

Evenings
8:00 PM – 12 midnightMonday – Friday

Late Nights
12 midnight – 6:30 AMEvery day

Weekends
6:30 AM – 12 midnightSaturday & Sunday

Time of day
Route

Time of day
Route

Rush Hours6:30 AM – 9:30 AM,3:30 PM – 8:00 PMMonday – Friday
Middays
9:30 AM – 3:30 PMMonday – Friday

Evenings
8:00 PM – 12 midnightMonday – Friday

Late Nights
12 midnight – 6:30 AMEvery day

Weekends
6:30 AM – 12 midnightSaturday & Sunday

Time of day
Route

Subway Service Guide

Accessible Stations

Routes Station
MANHATTAN

175 St168 St

50 St/8 Av southbound only

Inwood/207 St 

34 St/Penn Station

W 4 St/Wash Sq

Jackson Hts/Roosevelt Av

125 St

14 St/8 Av

World Trade Center (elevator not in service due to long-term construction)

Cortlandt St southbound only

42 St/8 Av (Port Authority Bus Terminal)

Roosevelt IslandLexington Av/63 StLexington Av/53 St

14 St/Union Sq34 St/Herald Sq

125 St

34 St/Penn Station

66 St/Lincoln Center

233 St

72 St
135 St

49 St northbound only
51 St

Canal St
Grand Central/42 St 
Brooklyn Bridge/City HallBowling Green

BRONX

Pelham Bay Park
Fordham RdGun Hill Road

3 Av/149 St

Pelham PkwySimpson St

161 St/Yankee Stadium231 St

QUEENS

Sutphin Blvd/Archer Av/JFK Airport

Jamaica Center (Parsons/Archer)

Flushing Av
Marcy Av

Jamaica/Van Wyck Euclid Av
Middle Village/Metropolitan Av

Howard Beach/JFK Airport

Rockaway Park/Beach 116 St
Woodside/61 St

Junction BlvdKew Gardens/Union Tpke

Flushing/Main Street74 St-Broadway21 St/Queensbridge

Jamaica/179 St

BROOKLYN

Coney Island/Stillwell Av

Atlantic Av-Pacific St

DeKalb Av

Atlantic Av

Utica Av

Borough Hall ( northbound only)

Park Pl

For further information on accessible service, call 718-596-8585 from 6AM to 10PM daily.  For information regarding the accessibility status of elevators and escalators, call 800-734-6772,  24 hours a day. 

Church AvChurch Av
Brooklyn College/Flatbush Av

Franklin Av

Prospect Park

Canarsie/Rockaway Pkwy

Myrtle-Wyckoff Avs

Times Sq/42 St

Queens Plaza

The subway operates 24 hours a day, but not all lines operate at all times. For more information, call our Travel Information Center (6AM to 10PM) at 718-330-1234. Non-English-speaking customers call 718-330-4847 (6AM to 10PM).

To show service more clearly, geography on this map has been modified. © 2008 Metropolitan Transportation AuthorityDesign: Michael Hertz Associates, NYC  

visit www.mta.info

Key
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Full timeservice

See Service Guidebelow for details about specific lines

Part timeservice

All trains stop(local and express service)
Local service onlyPart-time lineextension
Free subway transferFree out-of-system subway transfer (excluding single- ride ticket)

Terminal Bus or AIRTRAIN to airport
Accessible station

Additional express service
Normal service

Commuter rail service 

Station
Name

   A• C

MTA New York City Subway with bus, railroad, and ferry connections

6
Police

During the reconstruction of South Ferry and Fulton Street stations,  weekend and late night  service is subject to change. For the latest service information, call the NYCT Travel Information Center at 718-330-1234, check station posters, or visit the MTA website at www.mta.info.

WEEKEND AND LATE NIGHT SERVICE SUBJECT TO CHANGE

Lefferts Blvd

Rockaway Blvd

Aqueduct

Figure 36: Thre representations of the the New York City subway network near JFK airport:
the line plan, the track map, and the PESP graph. In the lattermost, light gray dotted arcs
model passenger transfers or turnarounds of trains, and dark gray solid arcs model minimum
headways and/or coordinated departures. A circuit in the PESP graph is highlighted.

red lights for drivers and the total travel time within the network. Wünsch (2008) discusses
the traffic light coordination problem and related problems in greater detail.

Periodic Timetabling in Public Transport. The German train system runs essentially
on either a one- or a two-hour period. Main lines run on a one-hour period, and secondary
lines operate on a two-hour period. Of course, the period is not maintained during night hours.
The Sunday schedule of the Berlin subway runs on a 10-minute period. Shorter periods are
used on weekdays, particularly during rush hours. The comprehensive process of timetabling
is highly complex, in particular, when different train operation companies intend to use the
same track for the same time slot. We concentrate here on purely periodic schedules.

A periodic timetable assigns arrival and departure times to all pairs of lines and stations;
for example, Berlin metro line U9 leaves Zoo station southbound at minute 02 and arrives
at the next station, Kurfürstendamm, at minute 03. Many constraints have to be respected.
These include minimum spacing intervals between two trains using the same track, collision-
free service on a single track, and maximum durations for stops in intermediate stations.
Among the most important objectives are short transfer times for the passengers as well as
short turnaround times for the trains in their terminus stations, where both also have to
respect certain minimum durations, too. In Figure 36, these types of arcs are shown for a
small part of New York City.

Cycle Bases for PESP. The practical performance of mixed integer programming solvers
on PESP instances based on Equation (7.2) is rather poor. We now describe a more efficient
problem formulation that makes use of integral cycle bases.

Given an (in-) feasible solution (π, p) for the PESP, consider the function x(a) on the arcs,

xa := πj − πi + Tpa, where a = (i, j).

The vector x is sometimes referred to as a periodic tension for (π, p), and models the duration
between its two events i and j. Summation of this equality for the arcs of any circuit C yields
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the cycle periodicity property

1

T





∑

a∈C+

xa −
∑

a∈C−

xa



 ∈ Z;

the important observation is that the sum on the left must have an integral value for all
circuits C. Nachtigall (1996) observed that if the cycle periodicity property holds for the
circuits in some strictly fundamental basis it holds for all circuits. Liebchen and Peeters
(2009) generalized this result to integral cycle bases.

Theorem 7.1 (Liebchen and Peeters, 2009; Nachtigall, 1996). Let x be some vector on the
arcs of a directed graph. There exists a pair (π, p) such that x is a periodic tension of (π, p),
if and only if x satisfies the cycle periodicity property for all circuits of some integral cycle
basis.

Indeed, assume that the cycle periodicity holds for all the circuits in an integral basis and
let C be an arbitrary circuit. Then C =

∑

i λiCi, where the Ci’s are the basic circuits and
the λi are integral. Then

∑

a

C(a)xa =
∑

a

(

∑

i

λiCi(a)

)

xa =
∑

i

λi

(

∑

a

Ci(a)xa

)

=
∑

i

λiqCi
T

and hence the net travel time along C is an integral multiple of the period. For this argument
to hold, it is essential that C be an integral linear combination of the basic circuits.

Practical Use. For both applications, the mathematical model sketched above has made
its way into practice – including the computation of short integral cycle bases as a prepro-
cessing subroutine. For the traffic light scheduling problem, Wünsch (2008) reports, that
since 2008, the method has been commercially available as a module in one of the major
software suites for traffic planning. In periodic timetabling, Liebchen (2008) reports that
the first mathematically optimized railway timetable went into service in 2005, for the Berlin
subway network. About two years later, even a national railway company reported that their
new timetable was designed with the help of combinatorial algorithms (Kroon et al., 2008).

7.3 Graph Drawing

Graph drawing is concerned with embedding graphs into the plane in an aesthetically pleasing
way. A position is assigned to each vertex and each edge is drawn as a (poly-)line. The goal
is to obtain a clear, easily interpretable drawing of the graph. Lehmann and Kottler (2007)
have shown that minimum or near minimum strictly fundamental cycle bases are very useful
in this context.

They start with the observation that many real-world graphs, such as social networks, are
sparse and simultaneously clustered in the sense that the neighbors of a vertex are frequently
also connected directly to each other. These edges will then form triangles. More generally,
most edges of real-world graphs belong to triangles or at least short cycles. This is in contrast
to sparse random graphs. However, there are usually also some edges that connect seemingly
random vertices with each other (Watts and Strogatz, 1998). Edges of the first category are
often called local edges and edges of the second category are called global edges. Although
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Figure 37: Two drawings of the same graph: The drawing on the left is generated by a refined
version of a classic force-directed layout approach and the drawing on the right is generated by
first computing an F -basis that is then used to draw the whole graph as described in Lehmann
and Kottler (2007). The edges of the spanning tree are marked in red.

there is no clear definition of either of these categories, it is frequently desirable to show either
the local structure or the global structure of the graph. The spanning tree underlying a (near)
minimal cycle basis will provide the right scaffold. Moreover, it can easily be drawn in linear
time with a tree drawing method (Kaufmann and Wagner, 2001).

With this spanning tree as a scaffold, global edges can now be defined as those edges that
connect vertices with at least a given threshold distance in the tree. By adding them to the
spanning tree, the global structure of the graph can be emphasized. Analogously, by adding
the other, non-global edges to the spanning tree, the local, clustered structure is prominently
displayed. Thus, this method provides a neat way to show both the local and global structure
of a given graph next to each other. Figure 37 shows an example.
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8 Summary

Cycle bases of graphs are a rich subject with many applications. We surveyed structural,
algorithmic, and complexity-theoretic results and compiled a list of open problems. We also
proved several new results. In particular, we gave additional structural and characterization
results, we obtained tight length bounds for weakly fundamental cycle bases for the full
spectrum of graph densities, we simpliefied the algorithmic treatment of directed cycle bases,
and we presented the first algorithms for minimum cycle bases in the presence of negative
edges.

Acknowledgement: The third author, KM, based part of a recent course on “Selected
Topics in Algorithms” on this survey. He wants to thank the students of the course for
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