
Adventure in Data

Gerhard Weikum 
Max Planck Institute for Informatics

and Saarland University

http://mpi-inf.mpg.de/~weikum

http://mpi-inf.mpg.de/~weikum


Thanks to a Great Team …

2000 2005 2010 2015

Fabian Suchanek Gjergji
Kasneci Maya

Ramanth

Gerard
de Melo

Ndapa
Nakashole

Johannes
Hoffart

Asia
Biega

Ralf
Schenkel

Martin
Theobald

Thomas
Neumann



… and its Spirit of Adventure
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My Research Adventures

ACM SIGMOD Record

Interview 2007:

A: Mike Stonebraker used to say „This problem is AI-complete“, 
meaning the problem was beyond any hope of solution, was science fiction, 
was on the same level as „Scotty, beam me up!“.
Now, as I grow older, I think this attitude is wrong.

Q: Someone suggested that …
you may be being seduced by the
dark side and end up doing AI.
Are you heading in this direction?

Gerhard Weikum Speaks Out

on Why We Should Go for the Grand Challenges …
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Fundamental Goals in Science

• infinite wisdom

• infinite wealth

• infinite beauty

?



Fundamental Goals in Science

• Wisdom = Depth: 

intellectually deep insights

(open or close area, mathematical analyses, etc.)

• Wealth = Significance: 

practical viability & wide use

(application needs, systems, etc.)

• Beauty = Elegance: 

aesthetically appealing contributions

(unifying frameworks, elegant architecture, etc.)



Episode 1: Transactions & Systems
1983-1992 plus 1997-2000:

• transactional concurrency control & recovery

• storage systems (“plumbing“)

typedef struct HISCB {             /* History Control Block (for buffer replacement) */
float *ia_times;         /* array with interarrival times */
float *ref_times;        /* array with reference points of time */
int next_entry;        /* wrap around pointer for above arrays */
int last_ref_type;     /* PSEUDO or REAL reference */
float last_time;         /* time of last reference */
float next_time;         /* time of next reference (in the future) *
float sum_ia_times;      /* sum of interrrival times */
float avg_ia_time;       /* average interarrival time */
int ref_cnt;           /* number of references */
double priority;    /* priority for replacement (depends on policy) */

} HISCB, *PTO_HISCB;

void refcnt_aging ()   {
int i;
int minrefcnt=1; /* minimum reference count after aging */
for (i=0;i<NrOfDisks*NrOfBlocksPerDisk;i++)  {

if (HisCBs[i] != NULL)   {
HisCBs[i]->ref_cnt = HisCBs[i]->ref_cnt - Aging_Decrement;
if (HisCBs[i]->ref_cnt < minrefcnt)

HisCBs[i]->ref_cnt = minrefcnt;
HisCBs[i]->priority = (double) - HisCBs[i]->ref_cnt;
};

static int log_fill(dblp, lsn, addr, len)
DB_LOG *dblp;  DB_LSN *lsn;
void *addr;  u_int32_t len; {

while (len > 0) { /* Copy out the data. */
if (lp->b_off == 0) lp->f_lsn = *lsn;
if (lp->b_off == 0 && len >= bsize) {

nrec = len / bsize;
if ((ret = __log_write(dblp, addr, nrec*bsize)) != 0)

return (ret);
addr = (u_int8_t *)addr + nrec * bsize;
len -= nrec * bsize;
++lp->stat.st_wcount_fill;
continue; 

}
/* Figure out how many bytes we can copy this time. */
remain = bsize - lp->b_off;
nw = remain > len ? len : remain;
memcpy(dblp->bufp + lp->b_off, addr, nw);
addr = (u_int8_t *)addr + nw;
len -= nw;  lp->b_off += nw;
/* If we fill the buffer, flush it. */
if (lp->b_off == bsize) {
if ((ret = __log_write(dblp, dblp->bufp, bsize)) != 0)

return (ret);
lp->b_off = 0;
++lp->stat.st_wcount_fill;
} }



Episode 1: Lessons Learned

Lesson #1: 

Build systems – not just fun, 

but an honest-to-yourself test of viability !



Episode 2: DB Auto-Tuning
1990-2002:

• automatic performance tuning (COMFORT project)

• systems work with math principles

1-parallel

2-parallel

4-parallel

Caching, Data Partitioning, 

Storage Layout, Load Control …

Stochastic Modeling and

Service Quality Guarantees
(throughput, resp. time quantiles,

availability, performability)
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Episode 2: Lessons Learned

Lesson #2: 

Don‘t be afraid of (any) math –

it is (eventually) useful and

makes it easier to acquire new skills !



Episode 3: DB & IR Integration
2000 – now: 

make Internet search as crisp as DB querying
• add semantics to unstructured contents

• add statistics (ranking …) to query answers

 semantic search engines for XML, RDF, XKG …

WebDB 2000



Semantic Search: Killer Queries

• German professors who teach IR and have projects on XML

• drama with three women making a prophecy

• French woman I met at PC meeting chaired by Alon

• politicians who are scientists

• green politicians in Panama Papers

• proteins binding to Zika virus

• antidepressants interfering with thyroid drugs



Semantic Search: Answers 2003



Semantic Search: Answers 2004



Semantic Search: Answers 2016



Semantic Search

Focused Crawling
(on Web, Deep Web, XML, …)

interleaving

• content gathering

• semantic classification

• query processing

… 

… with semantic concepts

from ontologies & thesauri

(for query relaxation, 

answer ranking, …)

Projects BINGO!, XXL, TopX, NAGA …

BINGO!



Episode 3: Lessons Learned

Lesson #3: 

Go for grand challenge

(even if there is no application in sight), 

and exemplify your research goals !



Episode 4: Knowledge Harvesting
2004 – now:

knowledge base with many entities

automatically built from Web & text

this text is

about the

Apple co-

founder

Jobs …..

this is about
Bob Dylan,
a famous
singer and
songwriter

…..

Stanford
Is near the
towns of
Cupertino,
Palo Alto

and …

Internet
Contents

Knowledge

knowledge
acquisition

machine
reading

more, deeper, better

knowledge



History of Digital Knowledge Bases

1985 1990 2000 2005 2010

Cyc

 x: human(x) 
( y: mother(x,y) 
 z: father(x,z))

 x,u,w: (mother(x,u) 
mother(x,w) 

 u=w)

WordNet

guitarist 
{player,musician} 
 artist

{player,footballer}
 athlete

Wikipedia

5 Mio. English articles

20 Mio. contributors

from humans

for humans

from algorithms

for machines



Yago Knowledge Base

Fabian 
Suchanek

Gjergji
Kasneci

YAGO today:

• 10 Mio entities

• 350 000 classes

• 100 Mio‘s facts

•  95% accuracy

• 10,000‘s downloads

• many projects
(Google, MS, IBM Watson …)

type-check
& clean 
candidates

learn
patterns

Knowlede Base

low-hanging fruit first

as backbone knowledge: 
categories, infoboxes, lists, headings …

NAGA
answer

engine

match patterns
extract facts



Episode 4: Lessons Learned

Lesson #5: 

Learn from your failures !

Don‘t get disheartened.

Lesson #6: 

Systems thinking (and experience) helps !

Make data and code publicly available.

Lesson #4:

Work with creative students !

Acquire new (math) skills as needed.

 Episode 1

 Episode 3

 Episode 2



Episode 4: Knowledge Harvesting

Bottom Line
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