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History of Knowledge Bases (KB aka KG)

Cyc

 x: human(x) 
( y: mother(x,y) 
 z: father(x,z))

 x,u,w: (mother(x,u) 
mother(x,w) 

 u=w)

WordNet

guitarist
 {player,musician} 
 artist

{player,footballer}
 athlete

Wikipedia

6 Mio. English articles

40 Mio. contributors

from humans

for humans
from algorithms

for machines

Zalando 

1985 1990 2000 2005 2010 2020



Knowledge Bases (KB aka KG) 

predicate (subject, object)

type (Arthur C. Clarke, science fiction author)

subtypeOf (science fiction author, writer)   

wroteScriptFor (Arthur C. Clarke, 2001 film)

workedWith (Arthur C. Clarke, Stanley Kubrick)

diagnosedWith (Arthur C. Clarke, post-polio syndrome)

hasSymptom (post-polio syndrome, muscular atrophy)

treats (corticosteroids, muscular atrophy)

taxonomic knowledge

subject-predicate-object triples about entities, 

attributes of and relations between entities  

factual knowledge

expert knowledge

wroteStory (Arthur C. Clarke, The Sentinel)

wonAward (Arthur C. Clarke, 12345)

awardName (12345, Nebula Award 1973)

awardFor (12345, Rendezvous with Rama)

awardDate (12345, 27-April-1974)

awardPlace (12345, Hollywood)

spatio-temporal 

& contextual

knowledge

+ composite

objects



Automatic Knowledge Base Construction

Web
Contents

Knowledge

knowledge

acquisition

intelligent

interpretation

more knowledge, deeper and better

Information extraction (IE):
• patterns and rules

• pattern induction

• deep learning

• constraint reasoning
survey:

www.nowpublishers.com/article/Details/DBS-064

Web scale:
• 1B entities

• 100B facts

https://www.nowpublishers.com/article/Details/DBS-064


KB / KG Applications

Major use cases:

• semantic search & QA

• language understanding

• distant supervision for ML

• entity-centric text analytics

• data cleaning

Vertical domains:

• health

• food & nutrition

• finance

• consumer products

…  …  …
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Lesson #1:
KB is More Than a Graph

• Beyond SPO triples: non-binary relations needed to

• capture provenance (source, date, extractor) 

• temporal scopes of fluent knowledge
memberOf (UK, European Union, [1973,2020])

marriedTo (Melinda, Bill, [1994-2021])

• represent composite statements (events, awards etc.)
wonAward (Clarke, Hugo, 1956, The Star …)

wonAward (Clarke, Nebula, 1973, Rendezvous with Rama …)

• Beyond extensional data:

rules and consistency constraints needed for

high-quality KB (build, curate, maintain)
type constraints: wroteScore (X,Y)  type (Y, film)  type (X, musician)

disjointness: type (X, book)  type (X, film)  False

mutual exclusion: bornInCity (X,Y)  bornInCity (X,Z)  Y = Z

time constraints: created (X,Y,t1)  diedOn (X,t2)  t1 < t2

…  …  …



Lesson #2: 
Precision and Rigor Matter

• Entity canonicalization is key

to tame noise, ambiguity and inconsistency

• Expressive and clean typing is key for correct inference

• Precision (Correctness) is more important than recall (coverage)
conf.

90% precison is not near-human quality

10% errors propagate downstream (and may amplify) 

wroteSciFiBook:

(A.C.Clarke, 2001), (C.Liu, 3Body), (K.Liu, 3Body), (Luna, I Robot), (TheDonald, Bible) …

Arthur C. Clarke:  {“Arthur Clarke“, “A.C. Clarke“, “Sir Clarke“ …}  vs.

Arthur C. Clarke Award:  {“Clarke Award“, “Arthur Clarke“ …}   vs.

Sir Arthur Clarke Award:  {“Clarke Award“, “Space Oscar“ …}

Arthur C. Clarke hasType

{writer, futurist, award, respiratory failure, science fiction movie, extraterrestial artifact …} 



Lesson #3:
Choose Your Data Wisely

• Data choice:  premium sources (high quality, rich, easy for IE):

• Prioritize semi-structured content

infoboxes, categories, lists, tables, DOM trees

• Identify best sources for vertical domains

Wikipedia, WordNet, GeoNames, OpenStreetMaps, GoodReads …

UMLS, DrugBank, UniProt, MayoClinic, Patient.info …

• Tap natural-language text only when needed

• Human-in-the-loop modeling helps (with moderate effort):

• types and consistency constraints

• seed facts for distant supervision

• seed patterns for bootstrapping ML-based IE

Example YAGO 4:

• 10K types from schema.org

• 500 hand-crafted constraints (< 1 person-week)
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Challenge: KB Coverage 
Know What People Want To Know

type (ACC, atheist) 

livedIn (ACC, Colombo (Sri Lanka), 1956-2008)

hobby (ACC, scuba diving)

nominatedFor (ACC, Peace Nobel Prize, 1994)

namedAfter (asteroid 4932 Clarke, ACC)                    

commentatorFor (ACC, CBS News, 20-July-1969)

promoted (ACC, geostationary satellite, 1945) 

postulated (ACC, Clarke‘s Law:  

Any sufficiently advanced technology

is indistinguishable from magic. )
… … …

not in any KB !

typically in KB



Challenge: KB Coverage 
Know What People Want To Know

basedOn (2001, The Sentinel (1951)) 

featuresLocation (2001, Tycho Crater (Moon))

featuresCharacter (2001, HAL)

featuresCharacter (2001, TMA-1 black monolith)

type (HAL, AI computer)

type (TMA-1, alien artifact)
… … …

not in any KB !
KB: only basic facts

Gaps in KB Coverage:

• Long-tail entities (The Sentinel, HAL, TMA-1 …)

• Long-tail types (atheist, alien artifact …)

• Non-standard relations and instances
(nominatedFor, namedAfter, featuresLocation …

hasRiskFactor, hasComplication, requiresDiet …)



Challenge: Quantity Knowledge
Know What Analysts Need

Knowledge workers (analysts, journalists, researchers)

often need to aggregate & compare entities and classes

Examples:

• Marathon runners with most races under 2:10 h

• Electric cars with best range/energy ratio

• Anti-virus drugs with more than 10,000 patients in clinical trials

Research Opportunities:

• Augment KB with rich set of quantities

• Enhance search to support analytic queries

#subjects #triples

Marathon runner best time  1629             18

Car model range 3195              4

Car model engine power       3195               0

1-Feb-2020• easy over structured DB or KB 

but very limited coverage

• tap (fresh) Web content: 

but search engines useless
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Challenge: KB Coverage
Where Do We Get More Knowledge? And How?

basic facts more salient facts
from text + …

KB

Facts for non-standard relations from text:

• Open IE  problem: canonicalization

• Neural extraction with distant supervision

 problem: zero-shot learning

• Language Models (LM): revolutionized NLP



Neural Language Models (LM)

Online demos: https://demo.allennlp.org/

Applications:

• question answering

• text analysis

• language generation

… … …

Clarke‘s book Childhood‘s End 

was nominated for the [?] prize

 [?] = Hugo, Pulitzer, Nobel …

Liu‘s Three Body earned a [?] 

 [?] = Hugo, nomination, first …

Primer: https://aclanthology.org/2020.tacl-1.54

Contextual Predictions:

The science fiction novel Rama by Arthur Clarke received a Nebula award

The science fiction novel

Rama by Arthur Clarke

received a [?] award

 [?] = Nebula

Training:

Transformer networks for contextual embeddings
• billions of neurons (ElMo, BERT, ERNIE, GPT-3, T5 …)

• self-trained over huge text corpora (Wikipedia, books …)

• to predict masked words (or phrases or sentences)

https://demo.allennlp.org/
https://aclanthology.org/2020.tacl-1.54


Use Cases: Entity Linking &
Entity Matching

neural (latent)

contextualization

see SIGMOD‘21 keynote by Wang-Chiew Tan

• Verbalize records into token sequences

• Encode via neural LM

• (Learn to) Predict mapping:

record (table 1)  record (table 2)

LM

LM

LM

LM

Entity Linking: mentions in text/table  entities in KB
Entity Matching (EM): records in table 1   records in table 2



A Long Shot:  LM as KB

Who needs a KB when you have a plug-in LM?

Instead of querying explicit KB

probe LM with cloze questions:

Jupiter‘s largest

moon was 

discovered by [?]

Who discovered

Jupiter‘s

largest moon?

Galileo (4.8%)

NASA (4.6%)

Ptolemy (2.2%) …
LM

Clarke‘s Rama

won the [?] award

áward won by

Clarke‘s Rama LM
Nebula (48.3%)

Hugo (32.7%)

Nobel (3.5%) …

F. Petroni et al.:  EMNLP‘19

https://aclanthology.org/D19-1250/

https://aclanthology.org/D19-1250/


A Long Shot:  LM as KB ?

Prediction confidence ?

Showstoppers (for now):

Knowledge life-cycle?

Saturn (11.0%)
Jupiter (10.5%) …
Io (1.2%) Europa (0.9%) …

Jupiter‘s moons are [?] LM

multiple 
answers

first woman on the moon was [?] LM

beautiful (9.3%)
pregnant (7.6%) …
Eva (0.2%) Luna (0.08%) …

empty
answer

the [?] men‘s handball team won

silver at the Tokyo olympics

American (15.1%)
Japanese (11.2%)
national (7.6%) …

LM

needs
update

the [?] men‘s handball team won

gold at the Rio olympics LM

German (20.0%)
American (9.5%)
Brazilian (8.8%) …

needs
curation



LM for KB: Research Opportunities

Neural LM: rich data asset with latent world knowledge

• too good to ignore  creative use for explicit KB ?

• scrutable & curatable LM ?

Beyond entity encodings (as in EM):

• LM for long-tail entities & types ?

• LM for zero-shot learning to discover

non-standard relations and extract facts ?

LM
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Entities with Quantities

Motivation: Quantity (Filter) Queries
• runners with marathon under 2:10:00
• musicians worth more than 100 Mio Euros
• hybrid cars with battery range above 50 km

≠  quantity lookups !
best time of Eliud Kipchoge

how much is Jay-Z worth

electric range of Toyota Yaris

not answerable from KGs because of low coverage

 extract answers from Web data (text, tables …)

Quantity:

(value, unit, context)



Quantity Queries: State of the Art

What is Jay-Z worth?



Quantity Queries: State of the Art

rappers worth more than 200 million dollars



Prototype System QSearch

rappers worth more than 120 million euros

• Qfact extraction from Web text by deep learning

(LSTM, Transformer …) with distant supervision

example: (50 Cent, 155 Mio USD, {net worth, estimated, 2020})

• Qfact matching via language models

with embeddings

https://qsearch.mpi-inf.mpg.de/

V.T. Ho et al.: ISWC’19, WSDM‘20

https://qsearch.mpi-inf.mpg.de/


Prototype System QuTE

Web contains 100 Mio‘s of tables, 
spreadsheets, JSON files, data lakes …

footballers who transferred

for more than 50 Mio. Euros

https://qsearch.mpi-inf.mpg.de/table/

V.T. Ho et al.: WWW‘21, Sigmod‘21

https://qsearch.mpi-inf.mpg.de/table/


Team Coach Stadium Capacity Team Value

(in Bio Euro)

Bayern Hansi Flick   Allianz Arena 75000 2.549

Real Zidane Bernabeu 81044 3.649

Man City      P. Guardiola Etihad Stadium 55017 2.258

Liverpool     J. Klopp Anfield 53394 1.845

Name Head Site Size Value

Bayern Hansi Flick   Allianz Arena 75000 2.549

Real Zidane Bernabeu 81044 3.649

Man City      P. Guardiola Etihad Stadium 55017 2.258

Liverpool     J. Klopp Anfield 53394 1.845

Qfacts from Web Tables
Web contains 100 Mio‘s of ad-hoc tables, 
plus spreadsheets, JSON files, data lakes …
with a wealth of additional facts

Problems:

• Generic & uninformative headers

• Unclear association of columns

• Incomplete & ambiguous values

• Inconsistent encodings of values

? ?

seminal works by Sarawagi et al.

and Halevy et al.

 revive & advance !



Team Coach Stadium Capacity Team Value

(in Bio Euro)

Bayern Hansi Flick   Allianz Arena 75000 2.549

Real Zidane Bernabeu 81044 3.649

Man City      P. Guardiola Etihad Stadium 55017 2.258

Liverpool     J. Klopp Anfield 53394 1.845

Name Head Site Size Value

Bayern Hansi Flick   Allianz Arena 75000 2.549

Real Zidane Bernabeu 81044 3.649

Man City      P. Guardiola Etihad Stadium 55017 2.258

Liverpool     J. Klopp Anfield 53394 1.845

Name Head Site Size Value

Bayern Hansi Flick   Allianz Arena ca. 75000 est. 2.5 Bio

Real Zidane Bernabeu 81044 3.649

Man City      P. Guardiola Etihad Stadium n/a 2.258

Liverpool     J. Klopp Anfield 53394 1.845

Name Head Site Size Value

(in Bio. Euro)

Bayern Hansi Flick   Allianz Arena ca. 75000 est. 2.5 Bio

Real Zidane Bernabeu 81044 3.649

Man City      P. Guardiola Etihad Stadium n/a 2.049 GBP

Liverpool     J. Klopp Anfield 499 * 1700 Mio GBP

Qfacts from Web Tables
Web contains 100 Mio‘s of ad-hoc tables, 
plus spreadsheets, JSON files, data lakes …
with a wealth of additional facts

Problems:

• Generic & uninformative headers

• Unclear association of columns

• Incomplete & ambiguous values

• Inconsistent encodings of values

? ?

* CoVid limit, usually 53394, record 61905 (1952)

seminal works by Sarawagi et al.

and Halevy et al.

 revive & advance !



Team Coach Stadium Capacity Team Value

(in Bio Euro)

Bayern Hansi Flick   Allianz Arena 75000 2.549

Real Zidane Bernabeu 81044 3.649

Man City      P. Guardiola Etihad Stadium 55017 2.258

Liverpool     J. Klopp Anfield 53394 1.845

Name Head Site Size Value

Bayern Hansi Flick   Allianz Arena 75000 2.549

Real Zidane Bernabeu 81044 3.649

Man City      P. Guardiola Etihad Stadium 55017 2.258

Liverpool     J. Klopp Anfield 53394 1.845

Problem: Column Alignment
Web contains 100 Mio‘s of ad-hoc tables, 
plus spreadsheets, JSON files, data lakes …
with a wealth of additional facts

? ?

Problem: Which Q-column refers to which E-column?

Prior works:

• Heuristics: leftmost E, closest-left E, most-unique E

• Classifier: based on layout and value features

• Inf.Theory: cross-column entropy, approx. functional dependencies



Team Coach Stadium Capacity Team Value

(in Bio Euro)

Bayern Hansi Flick   Allianz Arena 75000 2.549

Real Zidane Bernabeu 81044 3.649

Man City      P. Guardiola Etihad Stadium 55017 2.258

Liverpool     J. Klopp Anfield 53394 1.845

Name Head Site Size Value

(in Bio Euro)

Bayern Hansi Flick   Allianz Arena 75000 2.549

Real Zidane Bernabeu 81044 3.649

Man City      P. Guardiola Etihad Stadium 55017 2.258

Liverpool     J. Klopp Anfield 53394 1.845

Column Alignment with Text Evidence

Solution: Search large text corpus for supporting evidence

• for each (e,q) cells in candidate column pair E-Q

retrieve snippets with e mention and approx. q

• for each candidate E-Q pair compute confidence score

… Estadio Bernabeu … 81000 seats … 

… Anfield … 51950 fans …

… Anfield … 48235 … 

… Anfield … Reds … 0 attendance …

… Santiago Bernabeu … president until …

V.T. Ho et al.: WWW‘21

?



Output and Evaluation

#tables #E-Q tables #dist. entities #Qfacts

Wikipedia 1.8M 339K 757K 8.87M

Web tables 2.6M 278K 255K 9.94M

Use case: Qqueries

150 queries with ground-truth top-10 answers

Examples: British football teams worth more than 1 billion Euros

sprinters who ran 100 meters under 9.9 seconds

mobiles with battery capacity above 2000 mAh

solar power plants with more than 500 MW

electric cars with charging time under 1 hour

prec@10    recall@10    MAP@10

Google Direct Answers 0.167 0.076 0.041

Google List Expansion 0.342 0.251 0.193

Qsearch (over text) 0.290 0.177 0.119

QuTE (over tables) 0.519 0.341 0.294

V.T. Ho et al.: WWW‘21



Entities with Quantities: 
More Research Opportunities

• Good for search  good enough for KB

• Fusion & corroboration from web text, tables & datasets

• Normalize contextual cues & infer quantity values
distanceToEarth (Jupiter, 622 mio km) {NASA, Juno mission, 2016}

distanceToEarth (Jupiter, 667 mio km} {closest in 2029}

distanceToEarth (Jupiter, 968 mio km) {in conjunction}

distanceToEarth (Jupiter, 619 mio km) {in opposition, 20-Aug-2021}

• Group-by & joins require confidence and recall

women with 5 or more marathons under 2:25:00

runners whose personal best was in an Olympic final
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Take-Home Message

Knowledge Graphs 2021: A Data Odyssey ?Knowledge Graphs 2021: A Data Odyssey ?

• long journey with detours, but converging !

• creativity about data is key:

choice, discovery and quality of data sources

Challenges:

• Coverage: know what people want to know

• Analytics: know what knowledge workers need to know

Research Opportunities:

• Neural LMs for non-standard relation extraction

• Entities with quantities (text, tables, datasets)


